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Abstract. This paper presents the nonlinear system
identification methodology on the Modified magnetic
levitation model (MLM). The proposed modification of
the original CE 152 MLM replaces the outdated MF624
laboratory card with the Board51. This modification
enables the integration of the MLM into the Distributed
Control Systems (DCS) architecture and moves the
control loop closer to the system. The integration into
the DCS architecture requires a detailed description of
the system, which along with well-known physics laws is
used by the analytical identification method to derive a
mathematical model. The method of experimental iden-
tification is used to estimate all four unknown parame-
ter values of the derived mathematical model. Parame-
ters are estimated in the structure of output prediction
error using the nonlinear least squares method. The
resulting gray-box model is used to design a stabilizing
optimal state control algorithm (LQI). This control al-
gorithm is used for indirect validation of the identified
model by comparing the outputs of the real and simula-
tion models in a closed-loop setup. The validated model
can be used as the basis for the creation of the digital
twin.
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1. Introduction

The magnetic levitation systems use magnetic force to
levitate an object without any physical link to it. In

general, a careful balance of all forces acting on the
object is required to keep the object still. Since forces
acting on the object may change due to external dis-
turbances, an active compensation is required [I]. In
the case of magnetic levitation systems, an electro-
magnet is used to produce a magnetic force of vary-
ing strength adjusted based on the position of the ob-
ject. Applications of magnetic levitation systems in-
clude contact-less position control, for example, mag-
netic bearings, magnetic levitation trains, particle ac-
celerators [2], precision control rod position control in
nuclear reactors [3], artificial heart pumps [4], etc.

Electromagnet

Fig. 1: Overview of the CE 152 Magnetic levitation model by
the Humusoft company [5].

Magnetic levitation systems are of a big interest in
the control engineering discipline. The reasons are
a simple construction and a straightforward working
principle. On the other hand, these systems are chal-
lenging in identification and control tasks [6], mainly
due to the fast system dynamics and open-loop insta-
bility. Such systems are part of many research groups
across the world. In our research group, the Center
of Modern Control Techniques and Industrial Infor-
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matics (CMCT&II) at the Department of Cybernet-
ics and Artificial Intelligence (DCAI) at the Technical
University of Kosice (TUKE), the CE 152 Magnetic
levitation model [5] created by the Humusoft company
has already been used in research and education activ-
ities. This includes the derivation of the mathematical
model using physics laws, parameter identification us-
ing genetic algorithms, and control design using feed-
back linearization method [7]. The CE 152 system by
Humusoft consists of a Magnetic levitation model (see
Fig. , a Power supply, and the MF624 PCI multi-
function IO card. Similar models available are made
by other well-known companies, such as Quanser [§],
Feedback Instruments [9], or Bytronic [10]. These mod-
els are primarily used for educational purposes with
software toolboxes supporting modeling, identification,
and control tasks [11].

The focus of this paper is to present nonlinear system
identification methodology on the Modified CE 152
Magnetic levitation model (MLM, see Fig. [2) and its
integration into the DCS architecture at the CMCT&II
DCALI [12]. The main motivation for the modification
was the outdated MF624 10 card that needed a re-
placement. A replacement in the form of the Board51
is proposed, which enables better integration of the
system into the DCS architecture. Integration into
DCS architecture requires detailed analysis of all com-
ponents deepening the understanding of the MLM that
can be helpful for system modeling.

Fig. 2: The Modified CE 152 MLM; a) Power supply; b) Mag-
netic levitation model; c¢) Board51 with enclosure;
d) PC.

The presented methodology of nonlinear system
identification, which includes system modeling, param-
eter identification, and identified model validation is
used to verify the Modified MLM. The standard ap-
proach in system modeling is the first principle mod-
eling that uses physics laws to derive mathematical
model, see [1], [13], and [14]. In all cases, the result-
ing mathematical model incorporated a few simplifi-
cations to make the model more manageable. On the
contrary, authors in [I5] used extensive physics analy-
sis to derive a mathematical model that includes inter-

actions between the electromagnet and metallic ball.
Although such a model has better approximation ca-
pabilities, which are favorable in state estimation and
predictive control tasks [I6], it is more challenging to
estimate its parameter values. Model parameters can
be estimated using simple experiments by taking mea-
surements at special points, where differential equa-
tions can be transformed into algebraic, like in [6],
[13] and [I7]. Previously, genetic algorithms have been
used to estimate parameter values using data capturing
the system dynamics [7]. An alternative approach was
taken by authors of [6] and [I8], where they used purely
data-driven methods to create a black-box model with
good results. However, operating the system without
sufficient knowledge may pose risk to operators or the
system itself. To balance model accuracy and complex-
ity, it was decided to use first principles modeling with
simplified physical laws.

In this paper, the least squares method is used to
estimate parameter values of the mathematical model
from experimental data capturing the system dynam-
ics. Measured data from the MLM has been split into
multiple shorter experiments that mainly excluded sit-
uations when the ball position is saturated. This im-
proved the performance of the selected parameter es-
timation method. Selected option employs both phys-
ical insight and data-driven methods. The identified
gray-box model needs to be validated, which is usually
done in a control structure. Many control algorithms
have been applied to MLMs, e.g. PID in [I], [6] and
[14], state space control in [18], optimal control in [I]
and [I8], model predictive control in [14], [16] and [18],
fuzzy control [18], artificial neural network control in
[, [6] and [1I9], etc. To validate the gray-box model,
an LQI control algorithm is chosen as in the validation
of the Aerodynamic levitation system [2I]. The opti-
mal control algorithm is easy to design and implement,
while being sufficiently robust for MLM [7]. The iden-
tified gray-box model is the basis for the creation of a
digital twin of the MLM.

The CE 152 MLM, Aerodynamic levitation model,
and CE 150 Helicopter model [20] are part of the Re-
search & Development (R&D) platform at CMCT&II
DCALI This platform is used for the evaluation of sys-
tem identification methods and control algorithms us-
ing classical and intelligent approaches.

This paper is organized as follows. presents
the MLM from hardware side. This includes descrip-
tion of proposed hardware modification and integration
into the DCS architecture at the CMCT&II.
presents a methodology of the system identification
applied to the Modified MLM. The methodology in-
cludes mathematical modeling, parameter estimation,

and gray-box model validation steps. Finally,
summarizes key points of the presented research and
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outlines future research options in the design of ad-
vanced identification and control algorithms.

2.  Description of Modified

Magnetic Levitation Model

From a physical perspective, the CE 152 Magnetic lev-
itation model consists of the following components:
Magnetic levitation model (Fig. , Power supply, and
MF624 IO card. The magnetic levitation model can be
subdivided into two subsystems - the power amplifier
subsystem and the ball & coil subsystem, that will be
described in detail later. The Power supply provides
the MLM with an adequate amount of power since huge
power spikes are required to energize the electromag-
net rapidly. The MF624 IO card is a PCI expansion
card that extends the computer’s interfaces with both
digital and analog I/0O. These additional capabilities
can be used with a dedicated software library or di-
rectly with the MATLAB/Simulink software. A clear
disadvantage of this solution is the need for a com-
puter with an obsolete PCI interface. Also, a control
loop is running on a standard Windows operating sys-
tem, which is not a real-time operating system. This
means that the sampling period T; may change based
on the overall system load. The authors in [I§] re-
placed the MF624 with the Arduino Due development
board. With suitable MATLAB toolboxes, this config-
uration allows using Simulink blocks directly without
writing a single line of code for the Arduino. Although
generated code can be exported and manually mod-
ified, such implementation comes with a performance
penalty. Similarly to the original solution, the Arduino
Due behaves as a simple IO interface for the computer.

Computer |« > MF624 < > MLS
PCI
Data logging /O Interface T
Control Power supply
Simulation
(a)
Computer [€—»  Board51 [€—> MLS
UART
Data logging 1/O Interface T
Simulation Control Power supply
(b

Fig. 3: Comparison of (a) Original structure of the Magnetic
levitation model and (b) Modified structure of the Mag-
netic levitation model.

The proposed solution replaces the MF624 10 card
with the Board51 general purpose data acquisition
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Fig. 4: The Modified magnetic levitation model implemented
into the DCS architecture.

board [22]. This board is built around the 8051 mi-
crocontroller that have all required I/O interfaces to
control the MLM. Due to the limited amount of pro-
gram memory of the microcontroller, all control and
estimation algorithms must be implemented in the C
language. Running such algorithms on the microcon-
troller guarantees a fixed sampling period T and also
makes the MLM portable. Moreover, system states can
be logged and control commands can be sent over the
UART interface. Comparison of original and proposed
system structure is shown in Fig. [3]

2.1. Implementation of the Modified

MLM into the DCS
Architecture

The DCS architecture at the CMCT&IT DCAI repre-
sents an example of the Cyber-physical system for in-
telligent manufacturing [23], which is built over the
collection of laboratory models (e.g. Modified MLM,
Aerodynamic levitation model, Helicopter model, Mo-
bile robots, Ball and plate model, etc.). DCS presents
a hierarchical architecture consisting of five technolog-
ical levels described in detail in [12].

To implement the Modified MLM (Fig. [3)) into the
DCS architecture, the first three levels of DCS are cus-
tomized. On the Process Level are situated the in-
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ductive sensor, current sensor, coil, and power ampli-
fier. On the Technological Level of Control and Reg-
ulation, the control algorithms are implemented into
the Board51. The Level of SCADA/HMI and Simula-
tion Models contains functions for parameter estima-
tion, control algorithm synthesis, and simulation vali-
dation of the gray-box model. Figure [] shows the im-
plementation of the Modified MLLM into DCS architec-
ture. Such implementation into the DCS architecture
creates a communication interface that is required to
create a digital twin of the MLM [24].

3. Identification Methodology

of the Modified MLM

The proposed Modified MLM must be identified and
validated before it can be used in research and edu-
cation activities, such as the design of control algo-
rithms. The identification methodology consists of the
following steps: derivation of the mathematical model
of the nonlinear system, parameter identification us-
ing methods of experimental identification, and model
validation in the closed-loop structure.

3.1. Mathematical modeling

The MLM consists of the power amplifier subsys-
tem and the ball & coil subsystem. Both subsystems
are connected sequentially with minimal interactions,
which makes it possible to model them individually.

The power amplifier subsystem is an electrical sys-
tem, whose goal is to control coil current i.(¢) [A] based
on the input voltage u.(t) [V]. The electromagnet’s
coil can be approximated using ideal inductor with an
ideal resistor connected in series. Authors in [I], [I5]
and [I9] pointed out that the coil’s inductance changes
in presence of the steel ball. Also during the operation,
the coil’s temperature rises and thus its resistance rises
too. These changes are generally too small to have a
significant influence on system dynamics, therefore are
considered constant. The coil is connected to the cir-
cuit consisting of a shunt resistor and a series of opera-
tional amplifiers, see Fig. [}l This configuration allows
the coil current i.(t) to be directly measured to adjust
the power to the coil in a feedback loop. A mathe-
matical model of the power amplifier subsystem is pre-
sented in [5] and [I3]. Its disadvantage is a plethora of
unknown parameters that must be experimentally es-
timated. Therefore, a suitable approximation in form
of 1st order linear differential equation was chosen:

dic(t)

Ta=y

+i.(t) = Kaue(t), (1)

where K 4 [A - V71 is a gain of the power amplifier and
T4 [s] is its time constant. The authors in [7], [I4] and
[I7] decided to ignore the dynamics of the power am-
plifier subsystem altogether due to fast dynamics com-
pared to the utilized sampling period Ts = 0.002 [s].

L

uy(t)

Fig. 5: Scheme of the power amplifier subsystem.

The ball & coil subsystem is a mechanical system
whose structure is shown in Fig. [f] Its main com-
ponent is a steel ball that can move freely between
the electromagnet on the top and the position sen-
sor on the bottom. By finding all forces acting on
the ball, the subsystem’s model can be derived using
Newton’s second law F'(t) = ma(t), where F(t) [N] is
force acting on the object, m [kg] is object’s weight,
and a(t) = #(t) [m-s~2] is object’s acceleration. The
following three forces are considered: gravitational
force F,; [N], magnetic force F,(t) [N], and drag force
Fy(t) [N]. Combining all forces with correct signs into
single equation results in a force balance equation:

(2)

of the ball & coil subsystem. Signs are based on selected
convention, where the bottom-most position is equal to
zero and the top-most position is Z,q. [m].

F(t):Fm(t)*Fd(t)ngv

i(0 K,

X,
max,

Fy(®
Fe
[ _
x(t) |

| Position Sensor |

Fig. 6: Structure of the ball & coil subsystem.

The magnetic force F),,(t) is directly proportional to
the coil constant K. [N - m? - A=2] and the squared coil
current i2(t), and inversely proportional to the squared
distance between the ball and the coil (z(t) — Tpaz)?,
where 2(t) [m] is the ball position. The coil constant K.
combines a number of fixed value parameters related to
the electromagnet like the number of turns, the cross-
section area, and the permeability of its core. The
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magnetic force Fy,,(¢) is described as follows:

K.i2(t)

C

(l‘(t) - xmax)z ’

The gravitational force Fy; described by:

Fn(t) = 3)

(4)

is constant as the ball’s weight m,, [kg] and the gravita-
tional acceleration g [m - s~2] are both constants. The
drag force Fy(t) combines aerodynamic drag force and
drag force caused by the movement of a metallic ob-
ject in the magnetic field. Although these forces are
directly proportional to the square of the ball speed
v(t) = @(t) [m-s71], a linear effect is considered due
to low speeds. To quantify this force, a combined drag
coefficient b [kg - m~?] is introduced as follows:

Fy = myg,

Fy(t) = ba(t). (5)
By adding , , and into and rearranging
components, the mathematical model of the ball & coil
subsystem is derived:

K i2(t)

(1) +bi(t) = e

(6)

2 — Mgg.

A complete mathematical model of the MLM is de-
fined by differential equations and @ with system
variables being coil current i.(t), ball position z(t), ball
speed @(t), ball acceleration #(t), and input voltage
uc(t) being a system input. Such a model is still miss-
ing parameter values, namely K4, T4, K., and b, that
need to be estimated experimentally.

3.2. Estimation of Model Parameters
The next step in the identification methodology is pa-
rameter estimation. The goal of the experimental iden-
tification in general is to identify model structure and
parameters purely from the measured data [25]. Since
the model structure is defined by and @, only the
parameters need to be estimated. The parameter es-
timation is a data-driven process. Its goal is to find
parameter values so the behavior of the mathemati-
cal model closely matches the behavior of the real sys-
tem [26]. The estimation process is formulated as an
optimization task to minimize a cost function:

N

Vi) =S (y(k) — 9k, o))" (y(k) — Gk, ), (7)
k=1

where y(k) is a vector of measured values of the real
system, g(k) is the mathematical model output, and
 is a vector of parameters that need to be estimated.
Although the real system and the mathematical model
are continuous in time, the output variables can be

sampled only at discrete time intervals. Therefore all
signals are sampled using the same sampling period T5.
This method of parameter identification is referred to
as gray-box identification driven by the output predic-
tion error [25]. It is implemented in greyest and nl-
greyest functions of the System Identification Toolbox
in MATLAB. The difference between these functions
is that the nlgreyest is more general as it can handle
nonlinear models. Similar to the mathematical model-
ing, parameters of the power amplifier subsystem and
the ball & coil subsystem can be estimated separately,
as the outputs of both subsystems can be measured si-
multaneously. Such separation decreases the number
of parameters that need to be estimated at once which
significantly reduces computational complexity.

The power amplifier subsystem is linear and stable
in the open-loop configuration. Therefore unknown pa-
rameters (K4 and Ty4) from can be estimated by
analyzing step response. This can be done graphically
or numerically [25]. The graphical approach was used
to estimate amplifier gain K4 and numerical optimiza-
tion to estimate the time constant 74. The reason
for this combination was the inability of the numerical
method to estimate gain K4 correctly due to the un-
usual shape of the step response. Also, data needed to
be sampled at a much higher rate (25 kHz) using an
oscilloscope.

Parameter estimation of the ball & coil subsystem is
more challenging. This is due to the fast and unstable
dynamics of the subsystem and also a limited range of
the ball position (¢). The sawtooth signal was used to
make an initial estimate of the coil constant K, based
on finding an equilibrium point - the point where mag-
netic F,,,(¢t) and gravitational Fy forces are equal:

Keig(t)
mgyg (0 o xmaz)Q . (8)
The equilibrium point is experimentally determined
from the data as the point right before the ball po-
sition x(t) starts to change from its base position due
to the magnetic force Fy,,(t). Since the ball is station-
ary at that point the drag force Fy(t) can be ignored.

Later, the drag coefficient b was estimated using the
nlgreyest function of the System Identification Tool-
box in MATLARB as the response to the pseudorandom
binary signal. Since this function can not handle satu-
ration of the ball position z(t), it was necessary to split
measured data into multiple experiments. This helped
to avoid unwanted crossings of position limits. For the
validation, models of both subsystems, the power am-
plifier and ball & coil @, with estimated param-
eters (K4, Ta, b, and K.) were implemented in the
Simulink environment including saturation of the ball
position x(t) to make simulations more realistic.
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3.3. Model validation in closed-loop

setup

The final step of the system identification methodol-
ogy is the model validation, which can be performed in
open-loop and closed-loop configurations. The open-
loop validation of the power amplifier subsystem and
the ball € coil subsystem models as the response to the
rectangular input voltage u.(t) signal is shown in Fig.
and Fig. [§respectively. The oscillations of the ball po-
sition z(t) in Fig. are caused by the ball bouncing
of the position sensor.

1.5 1.5
S ] iexp
Z 10+ Z 10+ imod
= k=
9] . 5}
£ 0.5 - exp £ 0.5 -
3 _ &
Imod
0.0 T 0.0 I
0.5 1.0 2.5 3.0
Time t[s] le=2 Time t [s] le—2
(a) (b)
Z Z.
= 44 2 4 4 Ue
O (9]
) )
8 S
E E
o 2 o 2
Q Q
2 2
2 2
8 U 3
(] [}
=4 0 T M 0 T
0.5 1.0 2.5 3.0
Time t [s] le—2 Time t [s] le—2
(c) ()]

Fig. 7: Open-loop validation of the power amplifier subsystem;
(a) and (b) system response; (c¢) and (d) system input.

Since results of the open-loop validation were incon-
clusive, the closed-loop validation in control structure
was chosen. This requires designing a stabilizing con-
trol law first and then comparing the results. An LQI
controller was chosen for this task, as it had been pre-
viously successfully applied in the verification of the
Aerodynamic levitation model in [2I]. In that partic-
ular case, the Kalman filter was utilized to estimate
unmeasured state variables and to filter noise. Due to
short sampling time T in case of the MLM and perfor-
mance limitations of the Board51, a difference estima-
tor is used to estimate ball speed #(t). The remaining
state variables (coil current i.(t) and ball position z(t))
are measured directly.

To design an LQI control law, the following substi-
tution of state variables was proposed:

21 (t) = ic(t); w2(t) = x(t); w3(t) = 2(1).

Then the state vector x(t) was defined as follows:

2(t) = [21(t) w2(t) w3(1)]"

9)

(10)

le-3 le-3
6 ——— —

E Xexp E‘ Xexp
é 4 Xmod : 4 Xmod
2 .2
221 g2 \;
m m

0.3 0.4 2.4 2.6

Time t [s] Time t [s]
(@) (b)
> > |
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% 4 4
[o) [}
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S &
S S
> 24 S 94
Q Q
£ £
& &
& &
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3 4 2.4 2.6
Timet[s] le-1 Time t [s]
(c) )
Fig. 8: Open-loop validation of the ball & coil subsystem; (a)

and (b) system response; (c) and (d) system input.

The mathematical model and @ was transformed
into a set of 1st order nonlinear differential equations:

B1(8) = — 71 (0) + 70
a(0) = 2301 - an
z3(t) = —ngm(t) + f:;; (xQ(t)xi(?maz)Q -9

which can be rewritten in a vector form:

:IJ(t) =f (m(t)auc(t))a

where f (-) is a vector function defining the nonlinear
dynamical system, which was linearized in the appro-
priate operation point OP by the first-order Taylor
series expansion. The appropriate operation point:

(12)

OP = [z10 @20 ¥30 Uco], (13)
was chosen where the ball position z2(t) is exactly in
the middle of its operating range and its speed z3(t) is
zero. The coil current z;(¢t) and corresponding input
voltage u.(t) were calculated from with all deriva-
tives on left hand side equal to zero (&(t) = 0). The
resulting perturbation state space model:

Az(t) = AAz(t) + BAu,(t)
Ay(t) = CAx(t) ’ (14)

is a linear approximation of around the operation
point OP, where Az(t) = (x(t) —zop), Auc(t) =
(ue(t) —uop), and C = I**3 is the output matrix. To
use digital control directly built into the Board51, the
model needs to be discretized first. This is done using

(© 2024 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 66



MODERN DESIGN OF ELECTRICAL DEVICES

VOLUME: 22 | NUMBER: 1 | 2024 | MARCH

MATLAB’s ¢2d function with the selected sampling
period T to get:

Ax(k+1) = AgAx(k) + BgAu.(k)

15
Ay(k) = CAx(k) (15)
The discrete model cannot be directly used to de-
sign the LQI control law, as the LQI control algorithm
requires a model in the extended form. The following
modification is proposed:

o Ad 0 o Bd
where A; = [[O T 0] 1}, B; = {O ], and

Azi(k) = [AzT(K)  (2res(k) — 22(k))]"

The LQI control algorithm belongs to group of opti-
mal control algorithms, that are designed by minimiz-
ing quadratic criteria:

Vigr(Az;, Au;) =
=0 (AaclT(k)QA:ci(k:) + AucT(k)RAuc(k;)),
(17)
where @ and R are weighting matrices of the quadratic
criteria designed experimentally with emphasis on the
integral of the position error ey, (k) = @ref(k) — z2(k).
The incremental form of the control law is as follows:
Auc(k) = _KLQIASCzT(k)a (18)
where Krqr is a feedback gain. The Krqgr design
can be automated using the lgi function of the Control
System Toolbox in MATLAB. The control input of the
MLM is defined as:

(k) = ueo + Aue(k). (19)
é e(k) LQI uc(k); 2 MM 2 X(k)=
control a) <
chi(k)
¢ | Lo |6 |  Gray-box R(K)
? control - model '

Fig. 9: Control structure of proposed LQI control for closed-
loop validation of the Magnetic levitation model [27].

The closed-loop validation is based on comparing the
behavior of real MLM x(k) with the gray-box model
#(k) in the control structure shown in Fig. [J] The
designed control law was first evaluated in the
simulation environment. To simulate real conditions,
an additive Gaussian noise was added and the ball
speed z3(k) was estimated using the backward differ-
ence z3(k) = Axq(k)/Ts, see Fig. The simulation
results are shown in Fig. Clearly, the input volt-
age u.(k) is affected by the measurement noise, but

DAC

Fig. 10: Simulation structure for validation data generation.

le—3
4.0 =
=) - | Ue
=351 e 24
50
g 8
IRV W W W
8 o 2
o X Q
= 2.5 4 5
m Xref e JQ
2.0 . . 20 . .
0 10 20 30 0 10 20 30
Time t [s] Time t [s]
(@) (b)

Fig. 11: Closed-loop validation using the LQI control law in
the simulation environment; (a) system response; (b)
system input.

the ball position x(k) follows the reference trajectory
Zref(k) well.

A similar experiment was performed on the real
MLM. The LQI control algorithm including the de-
signed gain Krgr was programmed into Board51 and
the results are shown in Fig. The input voltage
uc(k) is still affected by the measurement noise but
these results are comparable to the simulation. Al-
though, the time it takes to reach the reference position
Zref(k) is slightly longer compared to the simulation.
It might be caused by unmodeled or simplified system
dynamics, but further investigation is needed.

Validation results (Fig. and Fig. suggest the
gray-box model is a suitable approximation of the real
Modified MLM. Also, in conjunction with the proposed
communication interface, it is considered to be a digi-
tal twin of the real system. The Aerodynamic [2I] and
Magnetic levitation models are both part of the R&D
platform at CMCT&II and their digital twins open fur-

le—3
4.0 N
g — | Ue
Y — 2 4
)
g 30 £
E . - - o
o A
[=7 X Q
= 2.5 1 5
m Xref — é
2.0 . . &0 . .
0 10 20 30 0 10 20 30
Time t [s] Time t [s]
(@ (b)

Fig. 12: Closed-loop validation using the LQI control law on the
real system; (a) system response; (b) system input.
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ther research possibilities in identification, control, and
visualization tasks.

4. Conclusions

The paper’s primary goal is to present system identifi-
cation methodology in the structure of gray-box model
on the Modified MLM. Firstly, a mathematical model
of the MLM was derived using physics laws. Secondly,
unknown parameter values of the model were estimated
in the MATLAB environment using nonlinear experi-
mental identification methods. Since the parameter
estimation method could not handle systems with sat-
urated outputs, data was split into multiple experi-
ments. The resulting gray-box model structure was
nonlinear and continuous in time. Lastly, the gray-box
model was validated both in open-loop and closed-loop
setups using the LQI control law. The LQI control
law was designed based on a linear approximation of
the gray-box model at the appropriate operation point.
The validated gray-box model will be the basis for the
digital twin of the MLM.

The modification of the MLM using the Board51
data acquisition board was presented. The Modified
MLM was implemented into the first three levels of
the DCS architecture. The presented implementation
brings the controller closer to the system, which guar-
antees a constant sampling period. The Modified MLM
is part of the research & development platform at
CMCTII and it will serve as a testbed for system
identification and control algorithms design and evalu-
ation.

In the future, improvements to step response time
and state estimation could be further explored. Also,
the gray-box model can be used to pre-train more com-
plex black-box models such as neural networks for state
estimation.
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