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ABSTRACT

This paper introduces a solution to the referenegettory tracking problem done by a differential egled mobile robot
Khepera Il. The paper includes a kinematic part andynamic part of the mathematical model of mofmleot. In this paper two
approaches of the artificial intelligence are used genetic algorithm approach from evolutionaongputing techniques and theory
of neural networks. Genetic algorithm is used forgpaeters optimizing PID controller and K parametercalled parameter speed
of rotation at the tracking reference trajectoryardefined control structure. For the creation famg and inverse neural model by
the approach of neural networks are used forwardralenetworks of MLP type. The neural models areifiegl using Neural
Network Toolbox. The forward neural model of the neobdbot is implemented into the IMC control struetdogether with the
inverse neural model, which is used as a nonpanaceteural controller. The purpose of the desigmedtrol structure is tracking
the defined trajectory of the mobile robot usingrgaches of the artificial intelligence, which arerified by the simulations in the
language Matlab/Simulink.

Keywords: mobile robot, MLP neural network, forward neural rebdnverse neural model, genetic algorithm, trackirajectory

1. INTRODUCTION the mobile robot using theory of neural networks is
solved. There is a design of the forward and irevevesural

The mobile robots are used for different appligagicn models, which are implemented into IMC structurbjol

various branches of industries. The primary taslef@ry allows to tracks the defined trajectory of mobibot.

mobile robot is to move along a defined trajectory.

ensure that mobile robot moves along the refererge MATHEMATICAL MODEL OF MOBILE

trajectory it is possible to use the predictive tcoin ROBOT KHEPERA I

approach [4] or can devise neuro-fuzzy controligr [n

our paper we have decided to apply for the task of The created a model is based on several assumptions

tracking entered reference trajectory approacheshef namely that the robot moves on a perfect flat smef

artificial intelligence (Al) — evolutionary compuaty without sliding and also neglects the rolling resmige of

techniques and theory of neural networks. Evolatign the wheels. Position of the mobile robot is giventhe

computing techniques (ECT) are increasingly used fooordinatex, yand angled, which represents the rotation

solving of optimization tasks. In this paper ECE aised of the mobile robot in relation to the chosen camate

for parameter optimization of the PID controllerdaiie sSystem. Mobile robot is controlled by the angular

parameter speed of rotation K which they ensure thelocities of the wheelss, wgr Between the angular

mobile robot tracks the reference trajectory. Arothvelocitiesw,, wg and peripheral speeds v there are the

approach of the Al, which is used in this papefoisvard following relations

neural networks of MLP type. Neural networks arke ab

model of nonlinear dynamic systems without knowing, =rw, , Vg =rwg 1)(

their internal structure and physical descriptidraining

data necessary to obtain nonparametric neural @@tr  wherer is radius of the wheel. Position and rotation of
are received from designed control structure, whi¢he robot in the space can be based on the folpwin

ensures the movement of model of mobile robot atbey equations, which form a kinematic model of the rt®bi
predefined trajectory. The simulation model of kirics robot (Fig.1)

and dynamics of mobile robot, which is used forifyarg
the proposed algorithms of tracking reference ttajgy, is

() v, +V
based on real mobile robot Khepera Il of K-TeantfCo X(t) = vcosg v=—Lt—FR

[5]. The paper is organized as follows. Part twadudes a y(t) =vsind = 2 2
mathematical model of the mobile robot, which cetssdf 41 - w=""Vr
kinematic and dynamic parts. Part three contaiosrdrol b

of the mobile robot into defined control structwsing

PID control, whose parameters are calculated bpgusi Where the inputs into the kinematic model are speed

genetic algorithm. There the process of devise hef twheels v, resp. vz and the outputs are, y, 6. The

genetic algorithm from definition of the individsain the kinematic model (Fig.1) allows us to determine the

generation to resulting graphs of tracking defing@psition and rotation of the robot under the cdodithat

trajectory is mentioned. In part four tracking éetpry of we know the initial state of the robot and we hapdated
information about the speed of the individual wheel
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Fig. 2 Dynamic model of mobile robot
Fig. 1 Kinematic model of mobile robot We programmed simulation scheme of the mobile
robot (Fig.3)as two subsystems in the Matlab/Sinkuli

The kinematic model does not include friction f(ﬂcqan uage, based on the equations of the kinem@jeand
acting on the wheel and the total mass of the raabibot, dyngamgzs’ model (3) (4) [8?'

so we haveextended the mathematical — physical mode
about the dynamic part (Fig.2), which has the feifg

shape: (D fider_L angular_velocity_—® angular_velocity_L X
fider_L
FL+F ) S
ma = + y
& L R (2 —>fider R angular_velocity_R—® angular_velocity R angls——»(3)
(FL -Fr )b (3) fider R angle
Je="———"— dynamic_model kinematic_model

where tangent acceleratiapis given by mass of the robot Fig. 3 Simulation scheme of mobile robot - kinematics

m and tangent forces, andFg, acting on the wheels due
to changes in the rotation speed [6]. Angular aredibon
¢ is determined by the same forces, the momentesfian
of the robotJ and distance between the whebl<3).

We proposed a control structure to ensure that the
mobile robot can track one of the set referengedtaries
(Fig.4). The inputs into control structure of modebot
. - are coordinates of the current position of modbbtaeal
Angular velocitiesw, and wg (W, =6, ,w; =6g) of x, real y and coordinates of reference trajectefgrence

the mobile robot are driven by the voltage and Us. X, reference y. The Euclidean distance betweenentirr
Differential equations expressing this fact havee ttnd desired position of the model robot is caladaby

following shape: means of these coordinates. The outputs from dontro
structure are angular velocities for the left ahd tight
6, (t)+Fr6 (t)+F r=u, ( )wheels (fider_L, fider_R).
.. . 4
I6g(t)+ FrBx(t)+ Frr =Up ]
f
whereF_ is friction force acting on the wheel [1]. From “"*"”
equations (3) and (4), we have obtained a dynaroidein ol ot ofioE = D
of the mobile robot in the state space:
reference :
Xlt)= Axlt) + Bult realy 5 Nz
()= A+ Bul) - =
y(t)=Cxt) .
J—EE’—;%R

where the state variables and their derivates hbaee
following physical meaning:

X(©) = [ %9, % (0, % (1), %4 (0] = v, (t), co (1), @r (1)
x() =[%(9, 3 (0, % (0, %, (0] = [, ©). £0), £ O, £ V)]
Fig. 4 Simulation scheme of the control structure

and inputs into the system of mobile robot are: _ ]
The mathematical model of the mobile robot together

- - with proposal control structure, is used to vestjtability
u=[uy (8), Uy (1), U5 (1), us (V)] =[F, Fr U UR] parameter K and parameters of PID controller féirdad
] right wheel of mobile robot designed by geneticalthm
and outputs from the system are: (Fig.5) and also it is used to obtain training datadesign
y() = [y, (0, v, 0] =[x 0), %, )] . forward and inverse neural model [8].
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3. TRACKING REFERENCE TRAJECTORY OF 1. the coordinates of reference trajectory whiah ar
THE MOBILE ROBOT USING GENETIC stored in the files {);.mat, yer.mat} are introduced on the
ALGORITHM input of control structure,

In this paper we used to track reference trajectdry 2. the parameters of individuals of current

the mobile robot Khepera Il approaches of Al i.eeneration {P,,D,K} are given in the simulation
evolutionary computing techniques and neural netaor scheme(Fig.5),
The most important and the most widely used ECT are

genetic algorithms, which are used to solve optanin 3. the coordinates of reference trajectornd®¥et
tasks related with optimal setting parameters of tland current trajectory {¥. VYea} Of model of mobile
systems [9]. robot are stored in files into workspace of Matlab

In this part of paper are optimized using genetianguage,
algorithm parameters of PID controller for left anght

wheel and parameter speed of rotation K into ddfing. these files are then used in calculating the

control structure of cascade control (Fig.5). suitability of the current generation parameters,

3.1. USING GENETIC ALGORITHM FOR 5. after verification of the individuals using
TRACKING REFERENCE TRAJECTORY OF Euclidean distance (6) the best individuals iscelk and
THE MOBILE ROBOT KHEPERA are applied for reproduction to current generation,

Genetic algorithm deals with optimization or the. selection of parents is the first step in thecpss

potential solutions (genes, strings) in the popuat of reproduction. The selection of the parents isebaon
which are subject to reproduction. The process w®@urnament selection,

reproduction consists of the following three basic

operations [10]: 7. the next step there is a single point crossover
« selection of chromosomes between the parents to obtain new individuals ¢cait)
e crossing of chromosomes to a new generation,

* mutation of chromosomes
8. the final step is mutation of new individuals, i
Reproduction of population improves her featuresth®e our case additive mutation is used,
basis of evaluation of chromosomes by so-callete§is

function. In the process of resolving the GA glob&. after finishing the reproduction is tested
maximum of fithess function is searched, i.e. twdfthe condition of termination, which in our case givammber
best solution to a given problem. of generations, if the condition is not fulfillethen we

In this part of the paper, GA serves for proposingturn to step 2.
parameters of PID controller and parameter of spafed

:

mobile robot Khepera Il during the tracking defined x_ref
reference trajectory.
considered fixed and consists of parameters of PP L XJ
controller and parameter of speed of rotation K,tls® | x_ref.mat— real x , fider_L
b X - L>refe,-rence,- X ﬂder_L e
4>
Before starting with solving the task, it is neededet >
J y_ref.mat referencey .

ranges of pal’ameters mPMlNapMAX)a ID(IMIN:IMAX)u real y fIder_Rfider_R

T control_structure

rotation K, which is used to control structurectmtrol of

Numbers of individuals in one population, is
final share of generation is : {P,I,D,K}. angle y
DU (Dmin,Dwax), KU (Kwin,Kumax). For evaluation of

angle

suitability of generations is used the Euclideastatice
between the reference and actual location of mab®t

during simulation. The formula for calculating the
Euclidean distance has the following form:
g SYSTEM v ref

, N

— 2 2 Fig. 5 Simulation scheme for verification of suitabiliy PID
= +

d kZ_;t (B + Ay) ©) controller parameters and K parameter

Genetic algorithm for optimization of PID paramstand
3.2. VERIFICATION OF SUITABILITY OF THE K parameter are applied for tracking of two typds o
PROPOSED PARAMETERS reference trajectories — trajectory of shape assiand

. . . shape of an ellipse. The resulting trackings ofdbéned
The proposed genetic algorithm, which runs OVeT iBiectory are shown in Fig.6 a Fig.7:
population of potential solutions {P,I,D,K} is exgssed
by the following steps:

model_robot

g
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two obtained neural models are implemented into the
‘ Internal Model Control structure, which allows t@dk
reference trajectory the defined trajectory of mobile robot, [12].

4.1. FORWARD NEURAL MODEL OF MOBILE
ROBOT

0.15

The neural model, which approximates dynamics of
the system is called forward model. Neural netwizrk
placed in parallel with identification system andoe
between output of the neural netwgitk+1) and output
of the dynamic systemy(k+1), the so-called prediction
error, is used as training signal for neural nekn(@iig.8).

axis y [m]

-0.15- B

02 R Forward network of MLP type was used as neural
0 0.1 0.2 0.3 0.4 aXiSOf[m] 0.6 0.7 0.8 0.9 1 network
Fig. 6 Tracking defined reference trajectory of shaperetion id
sinus
SYSTEM y(k+1)
output from structure Z

reference trajectory

FORWARD P (k+1) '>
NEURAL MODEL (

0.5 B

axis y [m]
o
L

TRAINING |, e(k+1)
ALGORITHM

-0.5F B

Fig. 8 Identification scheme based on output predictivare

asb—v o w w w w ] If the output of the neural modeljigk+1) then we can
‘ ' T adsxmm ‘ "~ express the equation by approximation

Fig. 7 Tracking defined reference trajectory of shapdijpse Sl(k +1) = ?[y(k),...,(k -n+ 1), u(k), ...,u(k - m+1)] (7)

4. TRACKING REFERENCE TRAJECTORY OF ° . .
THE MOBILE ROBOT USING FORWARD where f represents the nonlinear input-output
NEURAL NETWORK representation by the neural model gk resp.u(k)is n

-output respm - input of the previous values [3].

In this section are used forward neural networks fo Training data for proposal forward neural model are
tracking predefined reference trajectory of mobidbot. obtained from simulation scheme to simulate the
Neural networks with their universal approximatiomovement of the robot along the defined reference
properties are capable to model and control noafindrajectory. Reference trajectory is representegtdnfors x
dynamic systems without mathematical and physicahd y coordinate.
description. They use data entering and leavingnfro For training the forward neural model, is used a
system, which represents dynamics of the systese Ba forward neural network of Multi Layer Perceptronl(®)
these training data using chosen optimization dlgor type with 10 neurons in the input layer, with 1Qirwns in
then adjusts synaptic weights of neural networkisTHhe hidden layer and with 2 neurons in the outpyet
process is called learning neural network. Thuseotly (Fig.9). The training of forward neural model isrried
learned network can be then used to model and alontrut by the Levenberg-Marquardt algorithm using MNéur
almost any nonlinear dynamic system without hafdetwork Toolbox. Simulation scheme for obtain tiag
nonlinearities, [3] [13]. data is in the paper [8].

In part three, we obtained, using of genetic atbami
PID controller parameters which ensured us thatil@ob
robot tracked the defined reference trajectory e t
proposed control structure of cascade controlhis part
of paper the possibility of using neural networktinoel
for obtains the forward and inverse neural model of
mobile robot is showed. In this case the inverserale
model represents nonparametric neural controlleese
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5
o (K r(k+1), y(k),..,.y(k-n+1,...
ﬁ. u(k)zf_l[ (k+1), y(k),... X ) } @©
W Ax(R cU(K)eee UK —m+ 1)
%(%)—’ FORWARD where y(k+1) is an unknown value, therefore it is
J—L’A K NEURAL substituted by the reference value of the conteslable
A) [:k-2:} > MODEL AY(K r(k+1). To obtain inverse neural model, we have chosen
(K > General training architecture (Fig.11), which regsi
W’ a known reference trajectomyk) (Fig.5 — system, red
W’ square). Signal(k) is applied on the inputs of structure
-7 based on input predictive error with the aim obliain a

corresponding system outpui(k), while the neural

Fig. 9 Forward neural model of mobile robot network is trained by the errey(k), which is obtained as

the difference of the neural model outffk) and input

The validation of the neural model is the next stegignalu(k) into the system, [3],[13].

after training of the neural model. The resultedting of
trained forward neural model (Fig.9) is shown ire th
Fig.10. Picture (Fig.10) shows that forward neumaldel u(k)

*

+

can approximate with accuracy, which meets for its
further use at the tracking the defined referenmjedtory.

Y X robot
—xNN1

| by
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Fig. 11General training architecture

x(K
x(k-1)

o, (k-3) INVERSE
(K NEURAL
y(k-1) MODEL

For training the inverse neural model, is used &dv
] neural network of Multi Layer Perceptron (MLP) type
8 with 14 neurons in the input layer, with 5 neuramghe
] hidden layer and with 2 neurons in the output layer
i (Fig.12). Training of forward neural model is cadiout
the Levenberg-Marquardt
scheme for obtaining training data is in the pdfgr

algorithm. Simulation

o (K
e

oK)

Fig. 12Inverse neural model of mobile robot

time[s] We applied inverse neural model (Fig.12) togethéh w
forward neural model (Fig.9) into control structuMC
Fig. 10 Comparison outputs of the mobile robot and the &mdv (Fig.12), which has been used for tracking defined
neural model of mobile robot reference trajectory. Also the IMC filter into comit

4.2. INVERSE NEURAL MODEL OF MOBILE
ROBOT

Inverse neural model of the system is an imporpant
of the theory of control. If the forward neural nebdvas
described by the equation (7), then the inverseeinoan
be expressed in the form:

structure for better tracking trajectory is propmhse
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r(k) + INVERSE MOBILE k) it is preferable to use approach of genetic alporitfor
NEURAL MODEL ROBOT solving problem of tracking reference trajectory. the
genetic algorithm, if we want to change the shapthe

EORWARD reference trajectory, just run the algorithm, which

generates optimal settings of four parameters BFK,
while using the neural network we must train thevne
forward and inverse neural models from new trairdatg.
We want to use the obtained knowledge in the field
tracking reference trajectory of the mobile robot feal

NEURAL MODEL

IMC
FILTER

Fig. 13 Control structure Internal Model Control

mobile robot Khepera Ill, which is at disposal inro

The output from control structure IMC is currenfaboratory of Distributed Control

trajectory of simulation model of mobile robot (Hig),
which is controlled by nonparametric
controller.

neural

0.1

0.08

axis y[m]
o

1

reference trajektory
output from IMC structure

-0.1 L L L I I
-2 0 2 4 6 8 10

axis x [dm] [2]

Fig. 14 Resulting neural tracking defined reference trajgct

In Fig.14, we can see that simulation model of neobi
robot tracks the defined reference trajectory tygfe 3]
function sinus. We verified the functionality forther
sinus trajectories with other amplitudes. When veatito
change trajectory it is necessary to train a nexgrise and
forward neural model of mobile robot.

5. CONCLUSION (4]

In this paper we have discussed the problem of
tracking defined reference trajectory of mobileabtI his
problem we have been solved by using known metbbds
classical theory of control by modified approachss 5]
artificial intelligence. The proposed genetic alton
optimized parameters of PID controller and paramete [6]
speed of rotation K. The obtained optimized parenset
then have been applied on simulation scheme ofadasc
control structure in pursuit track reference tregeg

The second way as we have solved the task of trgcki/7
trajectory was use forward neural networks. We ha e]
proposed a forward and an inverse neural modelctwhi
we then applied into IMC structure.

The results of our simulations present that eithf]
genetic algorithm or neural networks are suitable
approaches to solve problem of tracking predefined
reference trajectory of mobile robot Khepera Ilckaf
those approaches has its basic advantages — appobac
genetic algorithm is universal optimization toolhieh [9]
can be used for wide range optimization tasks wingleral
network approach does not need to know physical
description of system when its proposing. From \aaw
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