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Abstract — This paper deals with solving economical problems bymethods of vector
optimization. Description and solving vector optinization tasks using chosen methods is the main
issue. Paper also contents example of economicalct@ optimization problem, which can be
specified as problem of choosing the ideal investmiestrategy. Application in MATLAB was created
for intuitive and simple solving vector optimization tasks.
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I. INTRODUCTION

Optimization is defined as choosing the best optitom the set of possible options.
Optimization tasks and problems take place in mdifferent sectors. The main goal in
economical sector is to maximize profit or minimiests. It can be used also in solving traffic
problems, specifically in minimizing time and costistransportation. Also consumers might
use optimization methods to satisfy their needamash as possible with minimum costs.
Publications dealing with optimization and vectptimization task are [1] and [4]. Main asset
of this work, based on [8], is creating MATLAB ajmaition for simple and intuitive solving
vector optimization tasks, because there wasn't @mplex application able to solve these
tasks. Application provides users with user integféor solving vector optimization problems
with two objective functions. Using of applicatigmillustrated by solving problem of defining
the optimal investment strategy using vector optation methods.

Il. BRIEF OVERVIEW OF OPTIMIZATION METHODS

Optimization process is disposing with apparatughoose the best possible solution for
particular task. In order to make final decisiosp@nsibly and competently, it is necessary to:
1. create mathematical model which precisely desctibesituation. Model represents
mathematical description of real system. It hasdotain quantifiable parameters ,
which are used to evaluate the success rate ofnization process (profit, costs
etc.).Model can also contents some constrains ifilximal amount of invested
money);
2. find the solution of particular optimization probieusing proper algorithm, because
there is no universal algorithm, which can be usedolve all optimization tasks
(tasks solved by methods of linear and quadratgm@mming are described in this
paper);
3. verify and analyze found solution (if it is the ksalution of optimization task). It is
also necessary to interpret the solution corrddfly.

General optimization problem can be defined as mriration (maximization) of objective
function

f = {xllel ""xn} (1)
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with respecting all constrains
gi = {x1, %2, 0 x0 ) fori=12,..,n
x; >0, forj=12,..,n (2
Methods of mathematical programming are used teesoptimization tasks. Depending on
the type of objective function, these methods aadilided into:
elinear programming methods,
enon linear programming methods,
«integer programming methods
e parameter programming methods,
e stochastic programming methods.
In following parts of the paper there will be a matetail description of linear and quadratic
programming methods used to solve optimization dadkalues of these solutions will be
subsequently used in vector optimization process.

A. Linear programming task description
Linear programming is part of mathematical prograngndealing with finding optimal
solutions of optimization tasks.
Most of optimization tasks consists of two parts:
*main goal — defined by objective function,
s constrains .
Both of these parts are described by linear funstiwith multiple variables. Generally the
linear programming problem can be described wiloféing mathematical model:
Z =X + Cxy + -+ + cpx,, — opt(min, max) 3)
with respecting constrains
11X, + A%, + -+ aypxy, >=< by,
Ap1X1 + Qg% + o+ Ay Xy, >=< by,
An1Xy + AppXy + -+ App Xy >=< by, (4)
Other way to define the task is to use the matirf
z = c¢Tx - opt(min, max)

Ax >=<b, (5)
in which c is vertical vector of objective function coeffictsnx is vertical vector of task
variables Ais matrix describing left sides of constrainb & vertical vector describing right
sides of constrains.[1]

B. Quadratic programming task description

Goal of quadratic programming task is to optimizedyatic objective function with linear
constrains. To describe general form of quadratig@mming task, there is a need to mention
some terms inevitable for closer definition of tfasm.

There is a symmetrical and positively semidefinitatrix C € R~ and there isl .4 e R, b €
R, 1=1,2,.. mLlLets label:

P = {x € R", xq,...,x; = 0,5 € {0, ...,n}}
X={x €ePla,x)<b,i=1,...k;{a;,x)=b;,i=k+1,..,m} (6)
After this definition we can define general formefadratic programming task as

1 .
flx) = 3 (Cx,x) + (d,x) » min,x € X. @)

We will label A = [ay,...,a,]T, where a,,..,a, € R® are rows of matrix Aab=
[by, ...,b,,]T. With closer knowledge it is possible to definegtange function of quadratic
programming task:

1
L= 2 (Cx,x) + (ATy + d,x) — (y, b), (8)

and so
L,(x,y) =Cx+ ATy +d. 9
It is important to mention, that € Q = {y = (y4, ..., Ym)» V1, - Yk = 0}
Solution of quadratic programming taskxisjust when there ig* € Q respecting so called
Kuhn — Tucker conditions:
(Cx*+ATy* +d,x —x*)>0,Yx EP
yi(Ax*—b); =0,i=1,..,m.[3] (20)
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I1l.  VECTOR OPTIMIZATION DESCRIPTION AND METHODS

Vector optimization is dealing with ways of optinng the problem with multiple goals. It is
used when it is necessary to accept more than acterfin finding the ideal solution of
optimization task. This type of optimization wa®ated for solving planning and organizing
problems in manufacturing process. Nowadays isedun many different areas (f.e.in dynamic
management systems).

Vector optimization task is defined with relatiandontrolled system. It is described with
dimensional vectol(xy,%,,...,%), With x € {X} and is evaluated witlk- dimensional vector
functionalJ (x) = (J;(x),J,(x), ..., Jx (x)), which elements are functions of vechorSolution
of this task isx* € {X}, which is optimal solution of functionalg (x),J,(x), ...,/ (x)
according to chosen type of vector optimization.

If we connect this definition of vector optimizatido complex proces® created from
partional processesP;, i =1,2,...k (every partial process is defined by equations and
constrains and is controlled by its criterjpi, we can claim thak* is optimizing processP
with regard to functiomk (x) with vector quality pointef(x), if is valid

R(x*) = infR(x),with x* € {X}. (11)

From the 70’s, when first vector optimization taskere solved, numbers of methods dealing
with this issue were created. We can divide thetm two main groups:
* methods defining the set of non improving elements
e compromising methods.

A. Methods defining the set of non improving elements
There is no hierarchy of criteria in this group wfethods, every criterion is equally

important. Task of vector optimization can be defiras trying to minimize the vectgi(x) —
J(x,), wherex,, is optimal values vector of variablesaccording to defined criteria.

1) Quadratic norm

The most common criterion used in this norm is mali sum of quadratic variance of
objective functiong,(x) for randomx € {X} from objective functiory,(x,) for vector of
ideal values of chosen criterig, = (14, X204, <o) Xng), @ = 1,2, ..., k;

k
RO= D Ua® ~Jol@))?

k
opt R = min > Uo® ~Jalxe))’
x e {Xx}
a=1 (12)
Values of this norm are usually divided by optimalue. Reason for this is non-dimensional
solution value. Calculation formula then looks like

k _ 2
R = Y 0l JuCre)
a=1

Ja(x4)?
k
. (]a(x) _]a(xa))z
opt R(x) = min :
x € (X} ; Jo(x2)? (13)

2) Linear norm
It represents minimal sum of linear variance ofeshiye functions(J,(x)) from optimal
values of objective functionk,(x,). Optimal value of function®(x) can be calculated using
formulas:
R(x) =

’

k
D Ua) ~ Julrxd
a=1

k
opt R(x) = min (Z Uel®) —Ja(xa>>.

(14)
3) Generalized norm
Objective functions of this norm is
k 1
R = ) {(Ual®) ~Julx)) 5L 2 1 (15)
a=1
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For L = 1 this functions corresponds to linear norm, foe 2 it corresponds quadratic norm
and forL = wo itis

Reo (%) = max{(Ja(®) = Ja(*a); = 1.2, .., n}: (16)

All these norms can be refined by multiplying oljee function elements with appropriate
coefficients. Searched point® € {X} is called non improving in spad&} regarding to
functional J(x), if there is no pointx in this space, for which is validJ,(¥) < J,(x*),a =
1,2,..,k.

B. Compromising methods

These methods are based on defining more strigtins or adding another constrains to
objective functions. Compromise means finding optirsolution by minimizing value of
formula B,J; (x) + B2J,(x) + -+ + BiJi(x), where B, to B, are carefully chosen importance
coefficients. Their values are recommended to lwseh as followss;=1/J10,82=1/J10,Br=
1/J0, Wherej,, are values of objective functions counted in opation only via selected
criterion.

These methods are used when it is possible to el@fiportance of every criterion before
starting optimization process, or when additiong#bimation about criterion importance is
found out during optimization process. Main ideansdefining importance of every scalar
criterion. This can affect the result of vectorinptation (importance of scalar criterion will be
labeled as\). Most common methods from this group are optitraof weighted sum of
scalar criteria and weighted sum of variance vector

1) Optimization of weighted sum of scalar criteria
Function for this norm is defined by formula

k
opt R(x) = opt Z Ao o ().
~ a7
Optimal solution is represented by maximum or munimof weighted sum of scalar criteria,
depending on character of problem being solved.

2) Weighted sum of variance vector
In this norm functionR (x) is represented by formula

k
RG) = D et Ua® ~ Jalte):
a=1 (18)
Optimal solution is always represented by minimuatue of functionR(x), because this
norm is using variation from ideal values.

k
opt R(x) = min ( Ag* (o _]a(xa))-
xe{X} ; (19)

It is also possible to use quadratic variant o formula (weighted quadratic norm).[4]

IV. CHOOSING OPTIMAL INVESTMENT STRATEGY BY USING VECTORPTIMIZATION METHODS

A. Defining the problem

Investor was given some capital from the lenderfané deciding about the best investment
of the funds. He can divide whole capital into thmmodities. Investor has economical
knowledge of Markowitz model (closely described[%) and [6]) and his extension for safe
investment. At the basis of these knowledge inved#dines main conditions of his strategy:

Investor expects minimum profit of 10%. He assurh@% profitability from investment to
1" commodity, 5% profitability from investment t8“2ommodity a 16% profitability from
investment to § commodity. Investor also knows varianggof i"™ commodity and covariance
coefficients o;; i" andj™ commodity. Values of these coefficients ares? = 0,2;02 =
0,03; 62 = 0,18; gy, = 0,05; g;53 = 0,02; 0,5 = 0,03. Investor's goal is to minimize the
riskiness of his investment. This can be reachedniyimizing the variance of commodity
portfolio. It is defined by formulaVan, = x{of + x305 + X505 + 2x,X,01, + 2x1 X303 +
2x,%3073. [6]

Lender expects refunding of investment by monttdyments. He monthly claims 8%
from capital invested to*1 commodity, 10% from capital invested t8 2ommodity and 7%
from capital invested to"3 commodity. Investor also doesn’t want to investenthan 60% of
given capital to one commodity.
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What is the ideal investment strategy for investoorder to minimize the riskiness of
investment and also minimize monthly payment tolémeler?

B. Solution

This task is vector optimization task. Solution tes find ideal values of vectox by
optimizing objective functions
0,2 x? 4+ 0,08 x2 + 0,18 xZ + 0,1x;x, + 0,04x,x3 + 0,06x,%3 — min
0,08x; + 0,1x, + 0,07x; - min (20)
with respecting constrains
0,1x; + 0,05x, + 0,16x; = 0,1;
Xy +x, +x3=1;
0 <x5,xx3 <0,6. (21)

First step is find optimal solutions of objectiven€tions separately, so just for
0,08x; + 0,1x, + 0,07x3 = min
and

0,2 xZ + 0,08 x2 + 0,18 x2 + 0,1x;x, + 0,04x, %3 + 0,06x,x3 — min.

Result of this optimization is displayed in TableFtom the results we can claim, that in
optimizing for monthly payment investor will investost of his funds to"3commaodity and he
won't invest any of funds to"2one. On the other hand, in minimizing riskines#oramost of
funds will be invested to"2commodity, and the smallest part will be invested™ one.

Table 1 Optimizing for separate objective functions

X1

X2

X3

Optimization for monthly paymen

40%

0%

60%

Optimization for riskiness ratio

19,447%

43,938%

,636%

Another step is calculation of ideal values fortbobjective functions. This calculation is
done by inserting ideal values counted before afjective functions. After this calculation it is
clear that minimal monthly payment for lender ig 2% from invested funds and minimal
portfolio variation is 6,82% ( it means that stamtdeviation is 26,11 %) . After this step the
calculation of vector optimization using quadratiorm is performed. Goal of this step is to
minimize variation from ideal values of both objeetfunctions:

() = Jp(xp))?
I (xp)? . (22)

opt R(x) = R(x*) = minz Us
b=1

After inserting coefficients form objective funatie this equation is created:

0,08x; + 0,1x, + 0,07x; 1>2

R = ( 740

(23)

N 0,2 x2 4+ 0,08 x7 + 0,18 xZ + 0,1x;x, + 0,04x, x5 + 0,06x,x5 L 2
1363700 )

After the calculation minimal value of variance fsund as well as result of vector
optimization (ideal vectox using quadratic norm).

Table 2 Optimal percentage distribution of givepitad between commodities

X1 X2 X3

Optimal values

22,892% 36,573% 40,535%

In this distribution monthly payment represents38%3 of lent funds and portfolio variance is
7,17% (standard deviation is 26,78%).

Table 3 displays comparison of vector optimizatiesults using various vector optimization
methods, specifically linear norm!" 4ower norm, and weighted quadratic norm for déffetr
importance of objective functions were used {alue of importance is for optimization of
monthly payment, one is for optimization of riskiness ratio).
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Table 3ldeal distribution values using other norms of vedptimization

X1 X2 X3
optimization -monthly paymer 40% 0% 60%
optimization -riskinessratio 19,447% 43,938% 36,615%
VO - quadratic norr 22,892% 36,573% 40,535%
VO - linear norn 19,447% 43,938% 36,615%
VO - 4"power norn 22,373% 37,681% 39,945%
VO - weightedquadratic norm (0,4 ; O, 19,447% 43,938% 36,615%
VO - weightedquadratic norm (0,6 ; O, 26,206% 29,489% 44,305%
VO - weightedquadratic norm (0,7 ; O, 37,315% 5,740% 56,945%
Results are also displayed on the gragFig. 1.
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Fig. 1 Percentage afvestment distribution into commodities using vas methods of vector optimizat

Application in MATLAB was created for solving vectoptimization tasks. It can be used
solving vector optimization tasks for 2 objectiwenétions with linear or quadratic for More
specific description of this application can berfdun [8]. Applications interface is shown
Fig. 2.
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Fig. 2 Application for solving vector optimization preiohs
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V. CONCLUSION

Vector optimization represents simple and practway to solve optimization task in case
that there is more than one optimized factor. Manganizations face vector optimization
problems, mainly when they are trying to reachroptiprocess functionality in organization.
This paper contains various methods of vector apétion. In conclusion we can claim that
results of vector optimization mainly depend onsgomethod of optimization. In most cases
the result of vector optimization represents sonied kof compromise between partial
optimizations for separate objective functions.
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