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Abstract—This paper deals with multisensor data fusion es-
pecially for differential wheeled mobile robots using Extended
Kalman Filter (EKF). The actual position of the robot can
be obtained from several sources. The most basic technique is
calculation of the position using odometry which use data from
encoders. This approach is very simple and easy to calculate but
calculated position tends to drift from real position over time
due to slippage between wheels and surface. To reduce this drift
there are multiple different sensors placed on the robot. This
paper summarizes the knowledge from multiple articles about
how to combine data from these sensors using EKF to obtain
more precise location of the robot.
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I. INTRODUCTION

The problematic of multisensor data fusion (MDF) is very

actual and it is largely used in systems with enhanced relia-

bility like space probes, vehicles for extraterrestrial planetary

exploration, planes, drones, ... Task of MDF is not only to

combine data from multiple sensors to enhance precision of

the result but also to make system more robust and reliable.

To achieve this, sensor fault detection and isolation must be

implemented. In our case we want to implement MDF to dif-

ferential wheeled mobile robot controlled by microcontroller.

The idea is that mobile robot with some defected sensors

can be still operational even with some loss of accuracy. To

achieve this, mobile robot has to have some redundant sensors

to measure the same dimension in some way, like compass and

gyroscope.

For MDF there are several approaches. Some of them are

mentioned in section II, but this paper is focused to one

particular method which is MDF using EKF. The theory about

EKF written in this paper is based on several articles such as

[1], [2], [3], [4], [5], [6], [7].

Presented algorithm of the EKF will be in the further

work tested on differential wheeled mobile robots and tracked

mobile robots.

II. MULTISENSOR DATA FUSION (MDF)

MDF is the way how to merge data from multiple different

sensor to achieve more robust and precise reading of the

system state. There are several approaches in MDF such as:

1) Bayes’ Rule.

2) Probabilistic Grids.

3) Sequential Monte Carlo Methods.

4) The Kalman Filter.

A. Bayes’ Rule

Bayes’ rule is the most common method of most data fusion

methods. It provides conclusion about state of the system

with respect to the observation. Bayes rule requires that the

relationship between state of the system and its observation

is given as a joint probability or joint probability function for

discrete or continuous variables [8].

B. Probabilistic Grids (PG)

PG are generally the simple way how to implement

Bayesian data fusion methods and they can be used in mapping

and tracking [9].

C. Sequential Monte Carlo Methods

Monte Carlo (MC) filter methods describe probability dis-

tributions as a set of weighted samples of an underlying state

space. MC filtering then uses these samples to simulate prob-

abilistic inference usually through Bayes’ rule. Many samples

or simulations are performed. By studying the statistics of

these samples as they progress through the inference process, a

probabilistic picture of the process being simulated can be built

up [8]. More information about mobile robot MC localization

can be found [10], [11].

Although the MC method gives relatively precise results,

for our purpose this approach is not appropriate because of

very high demands on processing power that microcontroller

does not provide.

D. The Kalman Filter (KF)

The Kalman filter, also known as linear quadratic estimation

(LQE), is an algorithm that uses a series of measurements

observed over time, containing noise (random variations)

and other inaccuracies, and produces estimates of unknown

variables that tend to be more precise than those based on a

single measurement alone. More formally, the Kalman filter

operates recursively on streams of noisy input data to produce

a statistically optimal estimate of the underlying system state.

Although the Kalman filter was developed in early 60’s by

Rudolf E. Kálmán, it is still largely used. There are several

modifications of basic KF such as:

1) Linear Kalman filter (LKF / KF).

2) Extended Kalman filter (EKF).

3) Constrained Kalman filter (CKF).

4) Unscented Kalman filter (UKF).
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5) Hybrid Kalman filter.

6) Kalman-Buncy filter.

Almost all modifications of KF can be used to solve

problem of multisensor data fusion and localization. From

these types of KF we decided to use EKF because of its

good performance and its suitability for estimating nonlinear

systems. The demand on processing power for EKF is quite

large, but it is significantly lower than using MC algorithms.

There are several articles in which authors use for MDF and

localization of the robot for example Unscented Kalman filter

[12], [13] or Constrained Kalman filter [14], [15].

III. MULTISENSOR DATA FUSION USING EXTENDED

KALMAN FILTER

In this section the MDF using EKF is described. In this case

we used only kinematic model for EKF MDF method

A. Kinematic model of the mobile robot

Mobile robot is defined in space by three dimensions namely

coordinates x, y and the angle of the robot ϕ. These three

dimensions form state vector of the robot x(k). The input

vector u(k) consists of the translation motion change ∆s and

rotation change ∆ϕ. Discrete state vector and input vector of

the differential wheeled mobile robot is shown (1).

Alternatively the voltages to the motors can be used as input

vector to the kinematic model, but for this, dynamic model

of the mobile robot is required. Dynamic model of the robot

can be acquired using experimental or analytical identification

[16], [17]

x(k) =





x

y

ϕ



 (k), u(k) =

[

∆s

∆ϕ

]

(k) (1)

To determine actual position of the mobile robot, it is

necessary to know the kinematic model of the mobile robot.

EKF requires the system to be given in certain form (2).

x(k + 1) = f(x(k),u(k)) + v(k)

z(k) = h(x(k)) +w(k)
(2)

Vector z consists of measured data from all of the sen-

sors such as compass, gyroscope, accelerometer, ... Vectors

v and w are System and Measurement uncorrelated white

noise, whose mean value is E{v(k)} = E{w(k)} = 0 For

differential wheeled mobile robot with state vector x(k + 1),
the kinematic model is given by (3).

x(k + 1) =





x(k) + ∆s(k) cos(ϕ(k) + 1

2
∆ϕ(k))

y(k) + ∆s(k) sin(ϕ(k) + 1

2
∆ϕ(k))

ϕ(k) + ∆ϕ(k)



 (3)

Mostly as input to the kinematic model are used distances

traveled by wheels ∆sR(k) and ∆sL(k) over the time ∆t

instead of ∆s(k) a ∆ϕ(k). For this conversion the equations

(4) can be used, where constant d is distance between wheels.

∆s(k) =
∆sR(k) + ∆sL(k)

2

∆ϕ(k) =
∆sR(k)−∆sL(k)

d

(4)

B. Measurement model of the mobile robot

The measurement function (MF) hi(x(k)) gives the ex-

pected measurement of sensor i according to current state [6].

This means, that for each sensor there is one MF that translate

state of the robot to measurement of the sensor and vice versa.

Equation (5) shows the overall MF, where n is the sum of the

sensed dimensions by all sensors.

h(x(k)) =









h1(x(k))
h2(x(k))

...

hn(x(k))









(5)

For example the MF hcz(x(k)) for compass in z axis zcz(k)
will be (6).

zcz(k) = hcz(x(k)) = ϕ(k) (6)

C. EKF for differential wheeled mobile robot

For many systems, the EKF has proven to be usefull method

of obtaining good estimates of the system state. EKF in

contrast to basic KF can be used to estimate system state of

non-linear system by linearizing it in each discrete time step

using Jacobian matrixes of the system that are not constant.

In this article we will use EKF for estimating of the robot’s

system state and for data fusion from multiple sensors.

EKF takes in count process noise v(k) and sensors data

noise w(k), which we assume are Gaussian zero mean un-

correlated noise. Elements σ2

∆ϕ and σ2

∆s of process noise

covariance matrix Q can be obtained empirically or from

measured data of real system. These covariances basically

mean how much we trust estimates. Covariance matrix R is

diagonal matrix which individual elements express how we

trust given sensors.

Q =

[

σ2

∆ϕ 0

0 σ2

∆s

]

(7)

Jacobian matrixes for defined system (2) can be calculated

using (8).

∇fx =
∂f

∂x

∣

∣

∣

∣

x̂k|k

, ∇hx =
∂h

∂x

∣

∣

∣

∣

x̂k|k

(8)

For differential wheeled robot and for robot with tracks the

system jacobian matrix ∇fx(k) is (9).

∇fx(k) =





1 0 −∆s(k) cos(ϕ(k) + 1

2
∆ϕ(k))

0 1 ∆s(k) sin(ϕ(k) + 1

2
∆ϕ(k))

0 0 1



 (9)

Prediction In first step the EKF predicts position of the robot

one step ahead by using equation of the kinematic model of

the mobile robot and data from encoders.

The prediction of the system state vector x̂(k | k − 1) and

its covariance matrix P(k | k− 1) at discrete time step k can

be calculated using (10).

x̂(k | k − 1) = f(x̂(k − 1 | k − 1),u(k))

P(k | k − 1) = ∇fx(k)P(k − 1 | k − 1)∇fx
T (k) +Q

(10)

After this, the innovation covariance matrix S(k) can be

calculated according to (11).
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State Estimate
(k-1,k-1)x

State Prediction
(k,k-1)= ( (k-1,k-1),u(k))x f x

Measurement Prediction
(k,k-1)=z x(k,k-1))h(

Innovation
(k)=v (k,k-1)z(k)-z

Updated State Estimate
(k,k)=x x(k,k-1)+ (k) (k)K v

State Error Covariance
(k-1,k-1)P

State Prediction Covariance

(k,k-1)=P ∇ ∇f P f
x x
(k) (k-1,k-1) (k)+Q

T

Innovation Covariance

(k)=S h P h
x x

(k,k-1) +R
T

∇ ∇

Filter Gain

(k)=K P h S(k,k-1) (k)
x

T -1
∇

Updated State Covariance
(k,k)=P P(k,k-1)- (k) (k) (k)K S K

T

Control Input
(k)u

State Transition
(k)= ( (k-1), (k))+ (k)x f x u v

System Measurement
(k)=g( (k), (k))+ (k)z x u w

True State State Estimation State Covariance

Fig. 1: Block diagram of the Extended Kalman filter cycle [8], [18]

S(k) = ∇hxP(k | k − 1)∇hx

T +R (11)

The KF gain matrix K(k) can than be calculated using (12).

K(k) = P(k | k − 1)∇hx

T
S−1(k) (12)

Update

At time k an observation z(k) is made and the updated

estimate x̂(k | k) of the state x, together with the updated

estimate covariance P(k | k) is computed from the state

prediction and observation according to

First, the updated covariance matrix P(k | k) is calculated

(13).

P(k | k) = P(k | k − 1)−K(k)S(k)KT (k) (13)

Then after measurement z(k) is made, the correction vector

v(k) can be calculated by (14).

v(k) = (z(k)−∇hxx̂(k | k − 1)) (14)

The last step is to calculate the updated state estimate x̂

using (15).

x̂(k | k) = x̂(k | k − 1) +K(k)v(k) (15)

Figure 1 shows the overall block diagram of one EKF cycle.

D. EKF testing

The implementation and testing of EKF algorithm on real

mobile robot will consist of three main steps:

1) Offline data processing

2) Online remote calculation of the position.

3) Online embedded calculation of the position.

To test the precision of calculated data from EKF MDF, it is

necessary to have information about real position and angle of

the robot. This information will be obtained from the camera

located above the surface on which the robot will move.

Offline data processing First the robot will be used as remote

agent to collect data from all of the sensors and transmit them

to the computer. After the run the EKF algorithm will be tested

offline on collected data and the calculated position will be

compared to real position obtained from the camera. Online

remote data processing In next step the mobile robot will also

be used as remote agent, but the EKF algorithm will run online

on computer. Online embedded calculation of the position In

final step, the EKF algorithm will run on microcontroller, with

supervision using computer.

IV. MOBILE ROBOTS

In further work we are planning to test presented EKF

algorithm on given mobile robots.

A. Mobile robot for MiroSot competition

This mobile robot is robotic soccer player for MiroSot

league. It is controlled by 32-bit ARM microcontroller

mounted on custom made PCB. This robot features digital

accelerometer and gyroscope, magnetic rotary encoders and

bluetooth communication module. Currently new version of

this type of robot is under development. The photo of MiroSot

soccer player robot is shown on figure 2. More information

about this robot can be found [19].

B. Mobile robot ALFRED

ALFRED is mobile robot designed for line following tasks.

He is controlled by 8-bit PIC microcontroller. ALFRED fea-

tures five reflective infrared sensors to detect line, ultrasound

distance sensor and bluetooth communication module. The

photo of ALFRED is shown on figure 3. More information

about this robot can be found [20].

C. Tracked mobile robot TrackBot

TrackBot is tracked mobile robot controlled by Arduino

UNO. It features digital compass, gyroscope and accelerom-

eter, six reflective infrared distance sensors, bluetooth com-

munication module and a gripper. Currently mobile robot

TrackBot is under development.
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Fig. 2: Photo of mobile robot for MiroSot soccer compettition

Fig. 3: Photo of mobile robot ALFRED
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