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Abstract—An explicit and online predictive control of  

nonlinear hydraulic system is presented in this paper. Obtained 

results of explicit predictive control are compared with results by 

the classical approach of predictive control, where an 

optimization task is executed in every sample of control closed 

loop. According to particular introduced algorithms program 

modules in simulation language Matlab are created and used in 

the simulation control of nonlinear hydraulic system. The main 

goal of this paper is to compare both approaches of predictive 

control of nonlinear dynamical systems based on a predictor in a 

linear form, summarize advantages and disadvantages of each 

approach. 
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I. INTRODUCTION 

The paper deals with the predictive control of nonlinear 

hydraulic system. Predictive control algorithms, which were 

used in the control are based on using a linear approximation 

of nonlinear model of controlled physical system. As 

controlled system the nonlinear simulation model of hydraulic 

system, which is located in the Laboratory of mechatronic 

systems at the Department of Cybernetics and Artificial 

Intelligence was used. The simulation of its control was 

carried out in Matlab/Simulink with created program modules 

in the simulation language of Matlab on the basis of 

theoretical background of predictive control algorithms. 

As the hardware configuration and the mathematically-

physical description of used hydraulic system were presented 

in [1], in this paper it is introduced very briefly in the part II. 

Next the basic principle of predictive control on the basis of 

predictor in a linear form, the theoretical derivation and the 

programming design of control algorithms are mentioned. The 

part III is devoted to predictive control algorithms, which is 

based on the state space model of controlled system. In the 

part IV the explicit solution of predictive control is presented. 

In the end of this paper results of nonlinear hydraulic system 

simulation control by mentioned algorithms are depicted and 

mutually compared.  

II. NONLINEAR HYDRAULIC SYSTEM 

As it have already been mentioned in the introduction, the 

used nonlinear model of hydraulic system was introduced in  

[1], eventually in [2], where its principle of dynamics, the 

hardware configuration, the communication way and the 

control by digital PID algorithms running in Matlab on PC 

level were alleged. For that reason only physical structure and 

a systemic view of this model for control purpose is presented 

in this paper. A schematic illustration of hydraulic system is 

depicted in Fig. 1, whereby particular physical parameters are: 

S - intersection of tanks, 

Sv1, Sv2 - intersection of outlets of both tanks, 

hmax - height of tanks (maximal liquid level). 

Physical quantities shown in Fig. 1 are: 

fm(t) - pump’s motor frequency, 

h1(t), h2(t) - current levels of liquid in both tanks. 

Sensors, which scan the current liquid level in both tanks are 

marked as Sn1 and Sn2. 

 

Fig. 1: The hydraulic system of two tanks 

The systemic view of introduced hydraulic system is 

depicted in Fig.2, where besides already mentioned quantities, 

qin1(t) and qin2(t) is inflow to the first and the second tank. 

 

 

Fig. 2: The systemic view of hydraulic system 
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Regarding to the control process, a voltage of frequency 

invertor in range 0 – 10V constitutes the control action 

quantity and the liquid level in the second tank h2(t) is the 

controlled quantity. State quantities are liquid levels in both 

tanks h1(t) and h2(t), which have limit values 0 – 0.3m. 

III. ONLINE PREDICTIVE CONTROL 

The basic principle of predictive control algorithms consists 

in using linear model to compute a prediction of future 

behaviour of controlled system on the length of prediction 

horizon (Fig. 3). Regarding to used linear model it is possible 

to divide the set of predictive control algorithms into two 

categories: 

A. algorithms of Generalized Predictive Control (GPC), 

which use input/output description [3], 

B. state Space Model-based Predictive Control algorithms 

(SMPC). 

 

Fig. 3: Predictive control principle 

The general control structure with predictive control 

algorithm is depicted in Fig. 3, where w is vector of output 

desired on the length of prediction horizon, u(k) is control 

action computed by GPC or SMPC algorithm, d(k) is 

disturbance vector and y(k), x(k) is output, state vector of 

controlled system, respectively. 

 

Fig. 4: The control structure with GPC/SMPC algorithm 

Control action computing is based on a criteria function 

minimization JMPC, where setting parameters are represented 

by weighing matrices Q and R. Thus, it is carried out by 

optimization task. Additionally, predictive control algorithms 

have a big advantage, that it is possible to transform control 

action computing to the quadratic programming task and 

involve physical quantities constraints of controlled system. 

The criteria function minimization with constraints by 

quadratic programming means more computing demands, 

because it is possible to carry out such calculation only by 

numerical way. 

Control action computing by predictive control algorithms 

is carried out on the basis of receding horizon strategy. The 

optimization task is executed at each sample period and results 

to the optimal sequence of control action. However, only the 

first element of computed sequence is used as system control 

input. This procedure is repeated again in next sample 

instances. 

Relatively, many modifications of basic predictive control 

principle exist. In this paper two algorithms of SMPC are 

mentioned. 

In this part an online predictive control algorithm, which 

keeps the receding horizon principle is introduced. It uses a 

discrete state space description of dynamic system 
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where x(k), u(k) and y(k) is a vector of system’s states, inputs 

and outputs, and matrices Ad,  Bd, C, D with particular 

dimensions contain coefficients represented system dynamics 

for predictor derivation. 

According to [5] in the case of SMPC algorithm it is used 
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where Np and Nu is predicion and control horizon, Q and R are 

weighing matrices and ŷ(k) is predicted output. 

Regarding to the fact, that we want to weigh control action 

rate ∆u(k) in the criteria function, we can isolate u(k) in 

predictor derivation according to [5]: 
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According to [6] and provided that  0D  it is possible to 

derive the predictor by iteration of discrete state space 

description equations (10) step by step in the form 

1 2 0 2
ˆ ( ) ( 1)k k       y Vx G u G u y G u , (11) 

where 
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After the predictor equation (11) substitution to the matrix 

form of criteria function JMPC (9) 

   MPC
ˆ ˆ

T TJ     y w Q y w u R u  (13)  

and after multiplying it is possible to express it by the 

quadratic form 

2 ,  T T

MPCJ c    g u u H u  (14) 

where g
T
 is gradient, H is Hessian and c is a constant. 

According to [4] an analytic formula for optimal control 

action on the length of control action Nu  
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1  u H g  (15) 

can be expressed on the basis of condition 
!

GPCJ


u
0 . (16) 

In the case when constraints of physical quantities regarding 

is required in control action computing, it is neccessary to 

solve minimizaton of (14) by quadratic programming, for 

example with the quadprog function, which is part of 

Optimization Toolbox in Matlab. 

 The SMPC algorithm uses information about states x(k) 

of controlled system in the feedback branch of control 

structure. The block of control algorithm in Fig. 4 can be  

shown as Fig. 5, where the prediction of system free response  

yf  is computed from current values of states x(k). 

 

 

Fig. 5: The detail of SMPC algorithm block 

IV. EXPLICIT PREDICTIVE CONTROL 

The main disadvantage of predictive control algorithms, 

which are based on the receding horizon strategy is high 

calculation demands to criteria function minimization with 

constraints regarding. This drawback can be eliminated by an 

explicit solution of optimal control action computing in 

advance, before control process. As the first, the scientific 

group led by prof. Morari from ETH in Zürich was concerned 

in the explicit solution of optimal control with constraints [7]. 

Besides many things, results of their research is the Multi-

parametric toolbox (MPT), which contains functions for 

design, analysis and simulation of dynamic systems control by 

explicit predictive control on the basis of multiparametric 

programming [8]. 

According to [9] the result of multiparametric quadratic 

programming is explicitly computed control action 

*( ) ( ( ), ( ))k f k ku x w for possible values of states x(k), 

which can be used in the control structure in consequence. 

 

 

Fig. 6: The detail of explicit SMPC algorithm block 

Forasmuch as the control algorithm selects an appropriate 

control action depending up to the current and desired state of 

controlled system in the frame of control process cycle, it is 

possible to use the structure depicted in Fig. 3 for dynamic 

system control. The detail of explicit predictive control 

algorithm block structure is shown in Fig. 6. 

The basic algorithm, which makes possible to create a 

program of control structure for dynamic systems simulation 

control with MPT toolbox’s functions is depicted in Fig. 8. 

 

 

Fig. 7: The flow chart for programming the control structure with explicit 

predictive control algorithm 

V. CONTROL RESULTS COMPARISON 

In this part results of nonlinear hydraulic system control 

with both mentioned algorithms are shown, whereby we used 

next settings of criteria function parameters: Np = 10, Nu = 2, 

Q = 100I, R = 0.001I, sample period Tvz = 1s. In Fig. 8 results 

of control, where the desired value of liquid level in the 

second tank had constant value 0,13m is depicted. Because of 

fast liquid level onset in the first tank it was necessary to limit 

the input voltage to 8V, otherwise a liquid overflow in the first 

tank would happen. In Fig. 9 results of control with variable 

desired value are shown. While results of control to constant 

value are similar, in control, when the desired value is varying, 

a late reaction of the explicit predictive control algorithm is 

apparently noticeable. This kind of shift is caused by the fact 

that the MPT predictive control algorithm does not take the 

consideration to desired value time response on the length of 

prediction horizon, but only in the current sample instance. 
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Regarding to the speed of control action computation in 

each control process sample instance the explicit solution was 

almost three times faster then the online approach. An 

obtained average spending time of one control process cycle 

in simulation control on the same computer (CPU Intel i5-

2410M 2,3GHz, RAM 4GB, Win7 64-bit) was: online – 

5.2ms, explicit – 1.8s. 
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Fig. 8: Results of online and explicit predictive control of hydraulic system – 

constant desired value 
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Fig. 9: Results of online and explicit predictive control of hydraulic system – 

variable desired value 

VI. CONCLUSION 

 It results from time responses depicted in the previous part 

that in the case when variable desired value is used it will be 

more preferable to use the online predictive control algorithm 

if fast achievement of desired value is required. However, in 

this case the computation demands of control algorithms 

should be taken into consideration. It is also necessary to 

adjust control requirements, for instance select suitable length 

of horizons, eventually pull out the sample time. 

On the other side, in the case of physical system with fast 

dynamics control, when it is needed to use very short sample 

time, the explicit predictive control algorithm is more suitable 

then the online approach. 

Both approaches of optimal control action computation are 

based on using the linear model of controlled physical system. 

However, using it in the explicit approach is more critical, 

especially when unmeasured disturbances may appear or in the 

case of control of systems, which dynamics is not possible to 

suitably approximate by linear model, whether for one or more 

operating points. This disadvantage is partly eliminated by 

control of piecewise systems, which is implemented enough in 

the frame of MPT toolbox, too. 

ACKNOWLEDGMENT 

This work has been supported by the Scientific Grant 

Agency of Slovak Republic under project Vega No.1/0286/11 

Dynamic Hybrid Architectures of the Multiagent Network 

Control Systems (50%). This work is also the result of the 

project implementation Development of the Center of 

Information and Communication Technologies for Knowledge 

Systems (project number: 26220120030) supported by the 

Research & Development Operational Program funded by the 

ERDF (50%).  

REFERENCES 

[1] Š. Jajčišin, “Verification of Control Algorithms with DDE 

Communication on Real Hydraulic System”, in: SCYR 2011 : 11th 

Scientific Conference of Young Researchers of Faculty of Electrical 

Engineering and Informatics Technical University of Košice : proc. - 

Košice : FEI TU, 2011 S. 388-391. - ISBN 978-80-553-0644-5. 

[2] Š. Jajčišin, A. Jadlovská, “Laboratory model of Hydraulic System 

Control” (in Slovak), in: Electroscope – online journal for 

Electrotechnics, year 2011, No. III. ISSN 1802-4564, Available on the 

internet: 

http://147.228.94.30/index.php?option=com_content&view=article&id

=280:riadenie-laboratorneho-modelu-hydraulickeho-systemu-

&catid=34:cislo-32011-&Itemid=48. 

[3] D.W. Clarke, C. Mohdani, P.S. Tuffs, “Generalized Predictive Control, 

Part 1 and 2”, in Automatica, Vol 23, No.2, 137 – 160, 1987. 

[4] M. Fikar, “Predictive Control – An Introduction”,  Bratislava: 

Slovenská technická univerzita - FCHPT, 1999. 

[5] K. Belda, J. Böhm, M. Valášek, “Model-based control for parallel robot 

kinematics”, Proceedings of the 3rd International Congress on 

Mechatronics. MECH2K4, p. 1-15, 2004. 

[6] J. Roubal, “Predictive controller”, (in Czech), (Examples for exercises – 

Modern Control Theory). Available on the internet: 

<http://support.dce.felk.cvut.cz/pub/roubalj/teaching/MTR/seminars/M

TR_cv8_mpc.pdf> 

[7] A. Bemporad, M. Morari, V. Dua, “The Explicit Linear Quadratic 

Regulator for Constrained Systems”, Technical report, ETH Zűrich, 

1999. 

[8] M. Kvasnica, M. Herceg, Ľ. Čirka, M. Fikar, “Adaptive Model 

Predictive Control of Piecewise Affine Systems”, in International 

Workshop on Assessment and Future Directions of Nonlinear Model 

Predictive Control, Pavia, Italy, 2008.  

[9] J. Řehoř, “Explicit Solving of Predictive Control Task”, (in Czech) 

Diploma thesis, Praha: ČVUT-FE, 2008. 

http://147.228.94.30/index.php?option=com_content&view=article&id=280:riadenie-laboratorneho-modelu-hydraulickeho-systemu-&catid=34:cislo-32011-&Itemid=48
http://147.228.94.30/index.php?option=com_content&view=article&id=280:riadenie-laboratorneho-modelu-hydraulickeho-systemu-&catid=34:cislo-32011-&Itemid=48
http://147.228.94.30/index.php?option=com_content&view=article&id=280:riadenie-laboratorneho-modelu-hydraulickeho-systemu-&catid=34:cislo-32011-&Itemid=48

