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Welcome from the Chairs

 

FOREWORD

Computational Intelligence and Intelligent Technologies are very important tools in building intelligent systems 

with various degree of autonomous behavior. These groups of tools support such features as ability to learn 

and adaptability of the intelligent systems in various types of environments and situations. The current and 

future Information Society is expecting to be implemented with the framework of the Ambient Intelligence 

(AmI) approach into technologies and everyday life. These accomplishments provide the wide range of 

application potentials for Machine Intelligence tools to support the AmI concept implementation. The number 

of studies indicates that this approach is inevitable and will play essential and central role in the development 

of Information Society in close future.

The essential importance of the Machine Intelligence in this historically challenging effort points out the 

responsibility of MI community including all fields like Brian-like research and applications, fuzzy logic, neural 

networks, evolutionary computation, multi-agent systems, artificial life, Expert Systems, Symbolic approaches 

based on logic reasoning, Knowledge discovery, mining, replication and many other related fields supporting 

the development and creation of the Intelligent System. The importance embedding these systems in various 

kinds of technologies should bring profit and different role of mankind in production and in everyday life. We 

expect to have intelligent technologies, solution and even humanoid robots to help the mankind to improve and 

keep the ideas of humanity and democracy.

The role of Machine Intelligence Quotient will play an important role in the future to be able to evaluate the 

degree of the autonomous behavior of the designed system. It is belief that it will be domain oriented problem 

and should also be important to use this information for decisions made by humans e.g. in evaluation of 

many information system in commercial tender to pick up the system with the highest MIQ. The usefulness 

of this parameter will be dependent on many influences including technological, domain oriented and also 

commercial aspects of the CI application in various systems. The commercial need to have “intelligent” solution 

and products should increase the interest for MI tools.

This year number of contribution showed up from mechanical Engineering domain, control and also pure 

computer science. We do believe that this multidisciplinarity will be very useful to emerge more AI applications 

in Information Society and will help making products and solutions more “intelligent”.

This proceedings is a small contribution of knowledge dissemination and presentation of important problems 

and advances in Computational intelligence theory and applications. Hungary and Slovakia as members of EU 

will do their best to contribute to European Research Area and support the development of Computational 

Intelligence technology for the benefit of the mankind.

 Imre J. Rudas and Peter Sinčák

 General Chairs
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Modelling and Control of a Cyber-Physical System 
represented by Hydraulic Coupled Tanks 

Dominik Voscek*, Anna Jadlovska** 
Technical University of Kosice, Faculty of Electrical Engineering and Informatics, 

Department of Cybernetics and Artificial Intelligence, Kosice, Slovakia 
*dominik.voscek@tuke.sk, **anna.jadlovska@tuke.sk 

Abstract-This paper deals with hybrid modelling and control 
of cyber-physical systems, which are part of a recently introduced 
phenomenon Industry 4.0. As a case study we look at a hydraulic 
system with hybrid dynamics represented by coupled tanks. 
The dynamical system contains two discrete modes, specifically 
with and without interaction. The nonlinear hybrid system was 
modelled using s-functions and then its linear description was 
created in the discrete PWA representation with the help of 
HYSDEL modelling framework. Both so/unctions and HYSDEL 
are part of MATLAB/Simulink environment. After validation 
of the discrete PWA representation in comparison with the 
nonlinear hybrid system, LQR synthesis with reference trajectory 
tracking was designed for both discrete modes. Subsequently 
optimal control designed on the linear hybrid system in the 
discrete PWA representation was verified on the nonlinear hybrid 
system. 

Index Terms--cyber-physical system, hybrid system, discrete 
hybrid automata, coupled tanks, optimal control. 

I. INTRODUCTION 

Cyber-physical systems (CPS) integrate physical processes 
with computation and provide abstractions, modelling, analysis 
and design facilities for the implementation of the integrated 
whole [7]. CPS require networking and computing technolo­
gies to embrace not just the the physical dynamics but also 
the information, see Fig.1. The linkage among computing, 
network, control and physical systems require new design 
technologies [15]. 

One of the CPS challenges introduced in [14] is to model 
such a CPS as a hybrid system in a suitable hybrid modelling 
framework. This challenge lies in the center of the parts 
Computation, Control and Communication within Fig.l. 

Fig. 1. Overview of a cyber-physical system [4] 

Discrete hybrid automata (DHA) represents the most basic 
modelling frame for the hybrid systems [17]. This is mainly 
naturally caused by modelling the systems based on the phys­
icallaws (continuous part) and logic (discrete part). However, 
such a representation is not suitable for the hybrid systems 
analysis and control synthesis. Therefore, more appropriate 
mathematical frameworks were developed, e.g. discrete piece­
wise affine systems (dPWA). Both of the mentioned modelling 
frameworks (DHA and dPWA) will be introduced and pre­
sented within modelling and control of a hybrid hydraulic dy­
namical system, which was modelled but not controlled in [6]. 
Application of the LQ optimal control on the hybrid systems 
was utilized in [3] with the help of a dynamic optimization. 
Using different approach, we design optimal control for hybrid 
hydraulic system utilizing HYSDEL modelling framework in 
cooperation with discrete LQR control design. 

II. MODELLING FRAMEWORK FOR HYBRID SYSTEMS 

Hybrid system can be defined as a dynamical control system 
where the plant or the controller contains discrete modes that 
together with continuous equations govern the behaviour of 
the system [11]. Graphical representation of this definition is 
shown in Fig. 2. The scheme shows that the hybrid dynamical 
system contains continuous as well as discrete dynamics, in­
puts and outputs. The control of such systems involves discrete 
sets of observed data which define alternative interpretations of 
the system, mathematical models for each of these alternatives 
and optimal decisive strategy. 

Fig. 2. Graphical representation of the hybrid dynamical control system 

978-1-5090-5655-2/17/$31.00 ©2017 IEEE 000439 
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CPS belong to a hybrid systems category with the hybrid 
time domain [9]. The most significant representations of the 
hybrid systems are: 

• discrete hybrid automata [17] 
• piece-wise affine systems [2] 
• mixed-logical dynamical (MLD) systems [1] 
• switching control [10] 

DHA is one of the most general hybrid systems description, 
where if the discrete part preserves its state then the con­
tinuous part of the dynamical system evolves according to 
the difference equations assigned to that discrete state [16]. 
The change of the system dynamics occurs due to an event, 
an impact or after fulfilling transition conditions in the state­
space. This system dynamics change leads to the jump of the 
discrete state and change in the continuous part as well [16]. 
Modelling framework of DHA is composed of four parts [14], 
[16]: 

• switched affine systems (SAS) 
• event generator (EG) 
• finite state machines (FSM) 
• mode selector (MS), 

which are depicted in Fig.3. 

Fig. 3. The DHA framework for modelling CPS [16] 

These parts of the DHA are defined as: 
• switched affine systems - describe the continuous part 

of the hybrid system, which is defined as: 

{
X(k + 1) = Apx(k) + Bpu(k) + i p (1) 

y(k) = Cpx(k) + Dpu(k) + 9p , 

where x(k) - state of the system, u(k) - system input, 
y(k) - system output, {Ap,Bp,Cp,Dp} is a set of 
dynamical system matrices and vectors Up, 9p} represent 
state and input independent parameters for discrete state 
p(k). 

• event generator - based on the fulfilment of boundary 
conditions it provides a generation of a specific event. 
Mathematically event generator can be described as: 

8e (k) = h(x(k), u(k), k) 

h : Rn x Rm x N?o -+ E ~ {O, 1 }ne 

(2) 

• finite state machines - represent the discrete part of the 
hybrid systems, which can be stated as: 

Xd(k + 1) = id(Xd(k), ud(k), 8e (k)) (3) 

xd(k+l) E Xd ~ {O, l}nd, xd(k) - discrete state vector, 
ud(k) - discrete input, 8e (k) - output of event generator 

• mode selector - based on the output of the event gen­
erator and finite state machine it defines the continuous 
part of the dynamical system in the frame of switched 
affine systems. Mode selector output signal is defined in 
the form: 

Further we will mainly deal with the discrete hybrid au­
tomaton represented by discrete PWA systems. Actual mode 
of these systems depends on actual position of the state vector 
in specific area only. A switched affine system can be rewritten 
as the combination of linear terms and if-then-else rules. The 
first equation in (1) is then equivalent to the form [8]: 

z1(k) = { A1X(k) + B1U(k) + h; if (p(k) = 1) (5) O· otherwise , 

zr(k) = { Arx(k) + Bru(k) + ir; if (p(k) = r) (6) O· otherwise , 
r 

x(k+l) = LZi(k) (7) 
i=l 

where zi(k) ERn, i = 1, ... , r. The same procedure is 
applied also on the second equation in (1). 

III. MODELLING OF THE COUPLED TANKS HYDRAULIC 
HYBRID SYSTEM 

Consider a hybrid hydraulic dynamical system stated in 
[6], which structure is shown in Fig. 4. The input to the 
system represents the inflow qo ( t). Dynamics of this system is 
dependent on the height of a liquid in the second tank h2 ( t). 
If the height h2 ( t) is lower than the height h, in which the 
liquid level in the second tank runs over the the height of 
the bottom of the first tank, the dynamics evolves according 
to the physical laws for the two tank hydraulic dynamical 
system without interaction (8)-(9). However if the height h2 (t) 
is above the height h, the dynamics of the system is described 
as the two tanks hydraulic system with interaction (10)-(11). 

Parameters of the mentioned hydraulic system are: R1 [m] 
- radius of the sphere tank, F2 [m2] - cross-sectional area of 
the second tank, kl, k2 [m5/ 28-1] - flow resistances constants 

Mode p = 1 ( h2(t) < h, without interaction) 

. qo(t) kl'jh1(t) 
h1(t) = 1f(2R1hl(t) _ hHt)) - 1f(2Rlh1(t) _ h~(t))' (8) 

h ( ) = k1 VhJ15 _ k2 VhJi) 
2 t F2 F2 (9) 

Mode p = 2 (h2(t) >= h, with interaction) 
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Fig. 4. The graphical description of coupled tanks hydraulic system 

sign(L(t))k1 v'fL(t)T 
7f(2R1h1(t) - hHt)) , 

(10) 

sign(L(t))k1 v'fL(t)T 
7f(2R1h1(t) - hHt)) 

where L(t) = h1(t) - (h2(t) - h). 

(11) 

These two modes of the stated hybrid hydraulic system 
dynamics represent finite state machines. A set of nonlinear 
differential equations is assigned to each of these modes. 
Fulfilment of the condition h2 ( t) = h triggers event generator 
and consequently mode selector selects the dynamics of the 
system in the switched affine systems frame. 

Mter obtaining a nonlinear hybrid system model we per­
formed a linear approximation in the close vicinity of the 
steady states of the dynamical system for both dynamics 
modes in order to use linear control design. Subsequently, 
discretizing the dynamical system according to Euler method 
[12] with the sample rate T was realized (12), so that the 
dynamical system could be implemented within HYSDEL 
modelling framework. 

Output of this procedure is the discrete PWA description of 
the hybrid dynamical system in (13)-(14) in the form (5)-(7). 
To shorten the difference equations we labeled cross sectional 
area of the first tank as Fl(t) = 7f(2Rlhl(t) - hHt)) and 
its linearized representations Ffl, Ff2 which denote cross­
sectional areas of the first tank in its steady state for the 
specified discrete mode. 
Mode p = 1 (h2(k) < h, without interaction) 

(13) 

Mode p = 2 (h2(k) >= h, with interaction) 

Parameters of this discrete PWA representation of the non­
linear hybrid system are: ku, k12 , k21' k22 - modified flow 
resistances constants for each discrete mode and T - evaluated 
sample rate according to the dynamics of the system. 

Based on the linear description of the hybrid hy­
draulic system (13)-(14) we can extract state-space matrices 
Fi , Gi , Gi , i = 1,2 defined in (15) and (16). 

F1 = [1 - k~~~ 0 1 G1 = [~1 1 
k~2T 1 - k~2T ' 0' 

(15) 

G1 = [0 1] 

(16) 

These matrices will be used for optimal LQR linear synthe­
sis in the following section. 

IV. OPTIMAL CONTROL BASED ON LQR SYNTHESIS FOR 
DYNAMICAL SYSTEMS WITH HYBRID DYNAMICS 

This section describes application of the LQR synthesis on 
the hybrid system in the discrete PWA representation. The 
state space of the system is partitioned according to switching 
dynamics conditions. For each partition in the state space one 
LQR and feed-forward controller is computed. LQR controller 
provides stabilization of the system into its equilibrium point 
in each discrete mode. The feed-forward controller serves to 
follow the reference trajectory regardless to the discrete mode 
of the system. The control scheme implementing these control 
objectives is depicted in Fig. 5. 

The final control law ~u(k) is composed of two parts: the 
feedback part ~Ufb(k) and feed-forward part ~uff(k), whose 
description was mentioned above: 

~u(k) = ~Ufb(k) + ~uff(k) = -k;~x(k) + Ni~W(k) 
(17) 

where k i is the state-feedback gain which minimizes the 
quadratic cost function Ji ( u) [13]: 

000441 



000442

D. Voscek and A. Jadlovská • Modelling and Control of a Cyber-Physical Sysem Represented by Hydraulic Coupled TanksD. Voscek and A. Jadlovska • Modelling and Control of a Cyber-Physical Sysem Represented by Hydraulic Coupled Tanks 

Fig. 5. Control scheme for discrete LQR control with feedforward gain 

00 

n=l 
(18) 

for each discrete mode p(k). Ni represents feed-forward 
gain, which is computed as: 

Ni = Gi(I _ (Fi ~ Giki))-lGi ' i = 1,2 (19) 

The hybrid control law (17) is then applied on the nonlinear 
hybrid dynamical system and switching between controllers is 
performed according to the change of active partition in the 
state-space. 

V. IMPLEMENTATION AND VALIDATION OF THE HYBRID 
CONTROL MODEL WITHIN SIMULATION TOOLS 

This section describes necessary steps and modelling frame­
works which we used for the implementation of the nonlinear 
and linear representations of the hybrid hydraulic system as 
well as the validation of the proposed optimal control. 

A. Comparison of the Nonlinear and Discrete PWA Hybrid 
System 

In this part of the section we will verify discrete PWA 
form of the nonlinear hybrid system. It is useful to model 
and simulate the nonlinear hybrid hydraulic system shown in 
Fig. 4 by utilization of s-functions. S-functions allow to define 
differential equations into Simulink with the help of MATLAB 
environment m-files and are built with the help of Mex utility. 
This means that they represent dynamically interconnected 
sub-programs which can be automatically read and run by 
MATLAB. Utilizing s-functions we modelled the nonlinear 
hybrid hydraulic system represented by coupled tanks (8)-(11). 

Modelling framework HYSDEL (HYbrid System DEscrip­
tion Language) is a free software tool which can be used within 
MATLAB environment. Preferred application of HYSDEL 
is the area of modelling and control of DRA systems [8]. 
Syntax structure of HYSDEL consists of two main parts, 
specifically INTERFACE and IMPLEMENTATION [5], The 
part INTERFACE serves as a declaration of variables and 
contains these subparts: 

• STATE - declares state variables and their range 
• INPUT - declares input variables and their range 
• PARAMETER - declares system parameters and their 

range 

• OUTPUT- declares output variables and their range 
and the part IMPLEMENTATION defines relations between 

declared variables [8] and consists of these subparts: 
• AUX - declaration of auxiliary variables, needed for 

calculations in the IMPLEMENTATION section 
• AD - analog-digital block, specifying relations between 

variables of type REAL to BOOL 
• DA - digital-analog block, specifying relations between 

variables of type BOOL to REAL 
• LOGIC - logical relations between variables of type 

BOOL 
• LINEAR - linear relations between variables of type 

REAL 
• CONTINUOUS- state update equation for variables of 

type REAL 
• AUTOMATA - state update equation for variables of type 

BOOL 
• OUTPUT - selection of output variables which can be of 

type REAL or BOOL 
• MUST - specification of input/state/output constraints 
We used HYSDEL to model discrete PWA representation 

(13)-(14) of the nonlinear hybrid hydraulic system. The first 
HYSDEL part INTERFACE specifies all the system inputs, 
outputs, states and parameters as well as their ranges. 

As far as the second HYSDEL part IMPLEMENTATION 
is concerned, we do not use all of its subparts. Subpart AUX 
contains all auxiliary variables needed in the next subparts. 
Dynamics switching condition h2(t) < h is implemented 
in AD subpart. Subpart DA implements discrete PWA rep­
resentation of the hybrid hydraulic system in the form (5)­
(6). Subpart CONTINUOUS specifies final system dynamics 
according to (7). Finally subpart OUTPUT implements output 
matrices Gi , i = 1,2 in (15) and (16). Subpart MUST does not 
need to be specified since all the ranges of the states, imputs, 
etc. were declared in the part INTERFACE. 

Fig. 6. Scheme for validation of the discrete PWA representation of the 
nonlinear hybrid system 

After implementation of both hybrid hydraulic system de­
scriptions we verified the discrete PWA representation within 
the simulation scheme in Fig. 6. It is important to notice that 
the scheme does not contain deviation model of the linear 
system. The steady water levels and inflow are implemented 
within HYSDEL modelling framework and therefore they 
must not be also implemented within Simulink environment. 
Another thing to notice on this validation scheme is the 
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continuous input u(t) and discrete output x(k) for the HYSDEL 
representation of the hybrid system. As long as the HYSDEL 
structure requires the parameter sample rate T, it samples the 
input signal u( t) according to this sample rate into the form 
u(k) within the HYSDEL block. 

Fig. 7. Validation of the nonlinear and discrete linear representation of the 
hybrid sytem 

In Fig. 7 we can see that the discrete linear approximation 
of the original system copies the behaviour of the nonlinear 
system really well and can be used for the linear optimal 
control synthesis. 

B. LQR Synthesis for the Hydraulic Discrete PWA System 
This subsection deals with LQR synthesis based on the 

discrete PWA description and subsequent control law valida­
tion on the nonlinear hybrid system. Based on the state-space 
partitioning in Fig. 8, and weight matrices Qi' It; for each 
discrete mode, we computed feedback and feed-forward gains 
for each discrete mode of the discrete PWA representation. 

Fig. 8. State-space partitioning of the hybrid system represented by hybraulic 
coupled tanks 

Then the optimal control laws Ul(t) and U2(t) were tested 
on the implemented hybrid linear system within HYSDEL 
modelling framework and subsequently on the hybrid non­
linear system. The structure of the simulation experiment is 
shown in Fig. 9. 

Fig. 9. Control scheme of simulation experiment for optimal control of hybrid 
system 

Fig. 10. Scheme of switching state-space controller based on LQR synthesis 

To illustrate the implementation of the State-space con­
troller block within Simulink environment in Fig. 9, its de­
composition and implementation is shown in Fig. 10. 

After application of the proposed hybrid optimal control on 
the hybrid dynamical system, which objective was to follow 
the reference trajectory we obtained results depicted in Fig. 
11. Switching water level height was set to h = 1.35m. 

Fig. 11. Application of the linear LQR synthesis on the noulinear hybrid 
system represented by hydraulic coupled tanks 

From the time behaviour of the second tank water level 
h2 ( t) it is obvious that the initial conditions were not set into 
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the first setpoint of the reference trajectory. After some time 
the water level reached reference trajectory. In the second half 
of the simulation experiment results (simulation time 40s -
80s) it can be seen that the reference trajectory is further from 
the hydraulic system steady-points, that causes permanent 
error between the reference trajectory w(t) and water tank 
level h2(t). 

VI. CONCLUSION 

In this paper we introduced one of the CPS challenges, 
which is hybrid modelling of such systems. We provided a 
case study of a nonlinear hybrid coupled tanks system. The 
system captures both the continuous and the discrete dynamics. 
Subsequently we reformulated the mathematical model of 
the nonlinear system into the discrete PWA representation. 
This form was chosen because of using HYSDEL modelling 
framework for the hybrid systems. Utilizing this modelling 
framework was convenient in terms of automatic switching of 
the discrete dynamics modes of the system. 

After successful validation of the linear representation of the 
nonlinear hybrid system we designed control strategy based on 
LQR and feed-forward gain synthesis. Two final control laws 
were provided, each for one of the discrete dynamics modes. 
Switching between the control laws was ensured by checking 
the state-space vector of the system. 

Subsequently after applying these prepositions the optimal 
hybrid control law was first tested on the linear representation 
of the system and then also on the former nonlinear represen­
tation of the system. 

The next challenges of our research group (Center of 
Modem Control Techniques and Industrial Informatics) focus 
on modelling more complex hybrid systems, for example by 
introducing discrete(boolean) inputs, outputs and/or states. All 
of these extensions can be applied on the hybrid hydraulic 
system presented in this paper and will be further studied. 
Another challenge lies in controlling the hybrid system, e.g. 
explicit model predictive control and comparison of such an 
approach against proposed optimal control based on LQR 
synthesis. 
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